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ABSTRACT
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Considering that software usage rates have increased, it is inevitable fosexado

prefer highquality software productdJndoubtedly, ae of the most important quig
indicatorsof a software product igs defect rateWith the widespread use afiethods

and tools that support estimation tasks in software engineering, the interest in software
defect prediction is increasinGurrently, most defect prediction modelse built using

the metrics from the coding phase. This situation leads to the inability to process the
information belonging to the early stages of the software development life cycle such as
requirements analysis or design, thus not being able to b&oefitpreventive actions

such as cost reduction and effective resource planning in the early &agesially, it
becomes important for stakeholders to build the desired defect prediction model as early
as possible and to use it throughout the softwaneeldpment lifecycle. When the
proliferation of methods of data science in software engineering is combined with the

shortage of knowledge to use them in industry, an important need arises to guide



practitioners in selecting the bdgtmethodsby consiering their specific needd his

thesis presents research aime@ddressing the method selection problem in software
defect prediction duringhe early phases of the life cycle by using a formal decision
analysis proces# two-phase decision analysis approach was proposed that is structured
using a decision tree and muldriteria decision analysis (MCDA) methodologies. In
doing so, an extensive literature review was conducted to obtain a general view of the
characteristis and usefulness of Early Software Defect Prediction (ESDP) models
reported in scientific literatureAs a result, the most preferred prediction methods,
metrics, datasetand performance evaluation methods, as well as the addressed SDLC
phases were higighted. Accordingly, the alternatives to be evaluated in the decision
analysis and the criteria that may have an impact on the decision of method selection were
systematicallydeterminel. To strengthen the knowledgévo different expert opinion
surveys wee conductedBesides,to manage the operation of the decision analysis
process, a questionnaire is proposed to reveal stakeholder needs and dataset
characteristics. After, severatase studieswere performed to investigate the
trustworthiness of the proped approactwith selected SDP methods using public
datasetsThe mos't convenient met hods proposed
Bayes (NB), Decision Tree (DT), and Fuazygic-based methods for the case studies. It

is concluded that the results oktldecision analysis are consistent vithith the results

of the empirical evidence of the experiments cotetlign the thesis and the results
reported in thescientific literature Overall, the presented approach could be useful in
helping software practdners decide which SDP method is advantageous by revealing
their specific requirements for the software projects and associated defect datah&Vhile
resultsof this thesigprovide guidance for future research on the context of ESDP, further
studies ordifferent software projects are necessary in order to expand knowledge prior

to having decisions that are more reliable.

Keywords: Defect Prediction, Early Phasdsarly Software Defect PredictioMethod
SelectionDecision AnalysisMulti CriteriaDecision AnalysisFuzzy TOPSIS
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1.INTRODUCTION

By nature, software systems are structures that are constantly growing and becoming
increasingly complex. Research and development of techniques to facilitate and
accelerate the successful completion of softwagectshavebeen ongoing since the
1970s. Ensuring software quality during and after software development is an
indispensable task for those involved in software projects. Developing reliable software
within limited time, budget and resources makes tagk even more difficult. Still,
project teams often spend at leas¥b0f development effort fixing defects, that could
have been avoided or fixed at less ¢ktIn the complexity ofthe software development
world, it is almost impossible to develop a software that is free of defects, but detecting
existing defects in a timely manner and minimizing ttaeavery important requiremesit

for the product to be launched as reliable. Itlzasaid that one of the most critical tasks

of project management is to eliminate existing defects in the software, and even ensure

that these errors do not occur, if possible.

Unfortunately, finding and fixing software defec#se amongthe most expenge
software development activitig®]. Often, detecting and fixing software defects after
productionaremuch cosikr than detecting and fixing them early in tife cycle, such

as requirements and design phases. According to Boehm, one of the first researchers to
concretely exemplify this; if the cost of fixing a defect found at the requirement phase is
expressed as unit, the cost at the design phase is&units; 10 at the coding phase;
increases to 1570 units at the test phase; and-4@00 units at the operation ph43g
According to a NASA report that investigated cost escalation studies throughout the

project life cycle in the literaturi@], those ratios were determined as in Fidufe
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Figure 1.1. Relative Cost Ratio for Fixing Software Defects perQyide Phas¢3]

Obviously, as software evolves and grows, the cost of fixing existing or emerging defects
increaseslramatically. At the same time, it is crystal clear that the scope of these defects
will also expand. Considering that defects that were not found on time and have moved
on to later phases in the life cycle, especially during the coding phase, will 8pothdr
modules of the project, much more changes and effort will be necessary to fix these
defects. In addition, it is possible to say that the changes necessary to fix the common

defects may also cause new ones in the software.

All these reasons shoWwed importance of detecting and fixing defects as early as possible
during the software life cycle, with the least cost and effort. Especially after the coding
phase of the software, various test activities (unit testing, integration testing, automatic
tess, etc.) can be carried out to detect defects related to the code. In addition, during the
coding phase, code review activities carried out before the new developed code are
merged to the version control system ensure that possible defects are noti@eadioand

can be taken. However, all these activities mentioned can be performed when the software
moves to the coding phase, and there will be scenarios where the defects that emerged
during the requirements analysis or design phases will be transfetheddode without

being noticed.



At this point, a mechanism that systematically foresee the possible outcomes of the next
phases of the software by making use of several existing metrics before the coding
activities begin can be quite useful. As a matfefiact, predictive models are frequently
used to evaluate development risks and improve quality throughout the life cycle of
software development projecfs,6]. Such supportive models are the most important
auxiliary mechanisms to predict problem areas early and make necessary corf@gtions

In order to form an idea about the quality of the software with software defect prediction
throughout the software developméfe cycle (SDLC), it is intended for development,
testing and management teams to anticipate dpfece and/or defective garof the
software. Defect prediction models allow software developers to focus on-pgedaet

pieces of code, thus helping to reduce the potential for future dEedBonsidering that
software development companies can spend-80% of their software development
effort on testing practicd9], it is seen that research on defect prediction models is very
critical in terms of cost savings in testing phases. Besides, it is reported that the analysis
and predictionof software defectsare also needed within the scope of project
managemernitL0,11] In this context, it is recommended to use defect prediction models
to evaluate project progress, plan project management agj\vitiprove product quality

and process management activifie).

1.1.Software Defect Prediction(SDP)at Early Phases

Numerous defect prediction models have been presented in the literature over 40 years
[13,14] These studies mostly use various data processing methods and software metrics
belonging to the latphase®f theSDLC, such as testing or operational usés thought

that the application of the prediction models during and after the coding phase of the
software development will not be beneficial since it will be late to plan and control the

costeffectiveness activitiegl2].

On account of this, it can be appropriate to build andofie/are defect predictiolsDP
models earlier irsoftware development life cyclen terms of planning many corrective

and preventive activities such as quality estimatamaeffective resource, calendar and



cost planning12]. Besides, it has been reported that the application of defect prediction
models in the early phases of t8®LC, such as requirements analysis, design and/or
early coding phase, will be more beneficial in many wa$$. It plays a critical rolen
determiningsoftware quality, cost overrun, optimal development and testing strategy

an early stageA useful approach for early evaluation in projects using Waterfall or V
development model is to identify the number of defects in the requirements, design, or
coding phases by verification and validation activifie8], and use this information to
predict the number of defects in coding or testing phfls8s In projects employing
incremental or agile development, early evaluation includes identifying defects in early
releases to predict defectiveness in later ¢h®8F Crossproject defect prediction may

also enable early evaluation if its underlying requirements regarding defect data across
the projects are m¢t9]. In any case, foreseeing the defective parts of the software may
provide preventive actions such as additiomapectiors and more comprehensive
testing, therefore ihelps to improvesoftware process control arid ensureehigher
software quality{12]. In addition, early SDP models will be able to help an effective
decisionmaking process in the context of activities such as process impeavem

tradeoff analysis from the early stages of developnj2@i21]

Despite the aforementioned benefits, software defect prediction can be fieeit thf
implement for a variety of reasons, such as context differences of software projects under
development, software metrics that are needed to collect, behavioral dynamics of
software team members, and different preferences of various softwarbosieks.
However, as data science is becoming widespread, there is a proliferation in methods and
tools supporting prediction and estimation in software engineering, which makes
selecting the bedit methods important for early and effective use of swdilifies. In
addition, it is observed that the authors of SDP studies in literature are mostly academic,
which means that the expertise to use and select prediction methods and supporting tools
reside in academy rather than in industry. When the prdideraf methods of data
science in software engineering is combined with the shortage of knowledge to use them
in industry, an important need arises to guide practitioners in selecting and using-the best
fit methods. Therefore, it might be a good solutioraddress method selection problem

in software defect prediction by using a formal decision analysis process.



1.2.Goal and Research Questions

In this study, it is aimed tproposea decision analysis approach that can guide the

determination of the most ampriate defect prediction method that can be used in

software projects where defect prediction is desired from the early phasesSafliGe

To address the main purpose of the thesis study, the following research questions (RQSs)

were determined undérve main headings

RQ 1: What are the characteristiceafly software defect predictioB$DP models?

T

RQ1.1 Which types of datasets are used for performing the prediction? Identify
the datasets that are used in the prediction models.

RQ1.2 What are the delopment phases that originate metrics for the prediction

models? Identify the phases that originate metrics as input to the prediction.

RQ1.3 What are the entities that originate metrics for the prediction models?

Characterize the software entities thet used in the models.

RQ1.4 What are the attributes of each entity, which originate metrics for the

prediction models? Categorize the attributes that are used in the models.

RQ1.5 What are the software metrics that are used in the prediction models?
Identify and categorize the software metrics related to each attribute of each entity

used in the models.

RQ1.6 What types of methods are used to build the prediction models? Identify
and categorize the methods used in prediction models in the studies.|&xamp

methods include machine learning, fuzzy foésed etc.

RQL1.7 What are the contextual parameters reported in the prediction models?
Gather the contextual information about the metric data included in the models

for better revealing the factors that naffect the model construction.



RQ 2. Are models of ESDP successful and beneficial?

T

RQ2.1 Which methods and measures are used for evaluating the performance of
the models? Categorize the performance evaluation methods and metrics that are
used forvalidating the models.

RQ2.2 What are the performance values of the models based on the included
SDLC phases that originate metrics for prediction? Gather the performance results
of the studies with regard to SLDC phases in order to see the effectpbbtee

information to the prediction performance.

RQ2.3 What are the benefits of early defect prediction as reported in the studies?
Indicate the benefits or losses of usE§DPmodels if reported.

RQ 3.What is the current status of defect predictpplications in software companies

in Turkey?

T
T

RQ3.1.If software defect prediction is apgd, how dees the compangperate it?

RQ32. If the company is applying SDP, what are the advantages or disadvantages
of applying it?

RQ33. If the company is noapplying SDP, wwatwould be the benefits and/or
challenges in applying SDP in your company

RQ34. Is there a need for guidance on software defect prediction from the early
phases of SDLC?

RQ 4.How to select a method for early prediction of softwarectsf?

T
T
T

RQ4.1. What are the alternative methods for building ESDP models?
R®4.2. What are the criteria to consider when selecting a method for ESDP?

R®4.3. How should the most appropriate method be selected by evaluating the
defined criteria?

R®4.4. How shold we gather the characteristics of the project data and the needs

of the users systematically?



RQ 5 How should we investigate the trustworthiness of the proposed SDP method

selection approach through case studies?

1 RQ51: Which SDP methods are primarilyggested by decision analysis
approach?

1 RQ52: Which SDP methods do perform better in execution?

1 RQ53: Are there any difference between the resulR@5.1 andRQ527?

1.3.Research Methods

Research methods describe the systematic processes that are @airrieoim the
beginning to the end within the scope of the thesis studies and are necessary to reach the

result. The research methods used in the thesis are explained below.

1.3.1. Literature Review

Systematic mapping (SM) studies are used to provide an oveovidve research area

[22]. Within the scope of systematic mapping, the relevant evidence is examined at a
superficial level of detail, thus providing basic evidence that will contribute to p@ssib
systematic literature review studies and identifying areas that should be focused more in
the field[23,24]

Systematic literature review (SLR) is a literature analysis method used for the purpose of
determination, evaluation and interpretatajrthe available research onspecifictopic.

While individual studies contributing to tH&l R are referred to as "primary studies”;
systematic review itself [2325] $LR btediescantbe t o
used to guide possible new studies by identifying gaps in the relevant field and presenting

varioussuggestion§22,23,25]



1.3.2. Case Study

Case studies are empirical investigations of various contemporary phenomena-in a real
life context[26]. The focus of case studies on making sense of context information is
important in terms of evaluating the methods and tools used in software engineering in
the industrial field27].

1.3.3. Data Analysis

The data analysimethod is used for both quantitative and qualitative research types.
Within the scope of quantitative data analysis techniques, descriptive statistical analysis
is generally performed. Mean value and standard deviation calculations and various visual

grgphics are frequently used to help understand the collecte{P8hta

1.3.4. Survey

Surveys are generally conducted with the participation of various distributed individuals,
aiming to generalize from a sample to a popula{@®®]. They often contain static
questions that provide quantitative answers that are easy to af@dyzé addition,
expert opinion surveys can beeferred for the evaluation of important factors and

gathering the recommendations of the experts on the subject.

1.4.Contributions

The contributions made as a result of the studies conducted within the scope of the thesis

can be summarized as follows:

1 The first systematic mapping study in the literature that investigates process
properties for early phase defect prediction was presdBfigd Studies using
processbased metrics for reliability and defect prediction in the early phases of
the SDLC are discussed. Thus, theurent picture of the literature is
systematically summarized, emphasizing the distinctive features of process
knowledge in the field of ESDP.



1 Studies included information about the early phases ofSbeC, such as
requirements and design, into the defediction model were systematically
investigated. The performance changes in the studies that structured the prediction
model by using the early phase information with the coding phase information

were examined and thus, a unique contribution was matie taeraturg32].

1 A total of 52 scientific publicatios published between 2000 and 20h&s
examined in depth by systematic mapping and literature review method and
analyzed over a total of 16 research questjabE The trend and demographic
information of the primary studies, the maturity of the research situation, the
characteristics of the structuring of the prediction models, the methods used, the
metrics, datasets, the performances of the ESDP models and the benefits of using

these models/erereported.

1 Multi-criteria decision analysis methoagere used for the first time in the
literature to determine the most appropriate early phase defect prediction method
for the project context. For this purpose, the criteria to be considered in the
sdection and alternative SDP methods were determined according to the literature
analysis, and a decision matrix that evaluates these methods and recommends the

most appropriate one for the context was prop3efd

1 As a new contribution to the literature, a decision analysis approach has been
proposed for the selection of an SDP method for early pliadgdn order to
enable software stakeholders to apply defect prediction from the beginning of the
life cycle of the relevant software project, the proposed approach aims to
systematically seledhe most appropriate defect prediction method in line with
the needs of the stakeholders and the characteristics of the related software project
data.

1 A web application for the decision analysias beerdeveloped using Angular,
Java and Spring frameworkhe source codeas beemade available and shared
on GitHuld to enable researchers or practitioners to perform the decision analysis

using the determined criteriagights,and the list of selected alternatives

1 https://github.com/rozakinci/phd_thesis_app



1.5.Overall Design of Thesis Study with Mappigs to RQs and Chapters

In Figure 1.2, the overall design of the thesis study is demonstrated with the connection

of the related RQs and consequent chapters.
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Figure 1.2. The design of the thesis with mapping to the RQs and chapters

1.6.Thesis Organization

Chapter 2 presents the background of this thesis by summarizing the general context of
the software defect prediction. Chapter 3 examines the related work in the literature and
determines the studies on the researchsygi@matically andeports the analysis results
within the scope of the research questions in détagddition, the survey conducted on

the application of software defect prediction in companies in Turkey is also included in
this chapter. Chapter 4 presents the necegsaparations for the selection of the early
phase defect prediction method, how the emerging Kmmww as a result of the extensive

work is systematically gathered and reported as a knowledge base, as well as the modeling
of the decision analysis approatiChapter 5the case studies thadve been structured

as an embedded muttase design and experimental results related to the implementation

and validation of the proposed decision analysis approach are describehégxter 6

10



summarizes a few cittal points and recommendations thaveemerged as a result of
the thesis work. FinallyChapter 7 summarizes the results obtained from the thesis and
the contributions to the literature. In addition, the limitations of the thesis and plans for

future sudies are mentiondd this conclusionsection
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2. BACKGROUND

2.1.Wh at i s nNnDefecto?

In the IEEE Standard Classification for Software Anomd&§, a common dictionary
hasbeen created for the terms related to the errors that may be encountered throughout
SDLCin the context of software engineering. According to the standard, the definition of

defect is as follows:

1 Imperfectionsor deficiencies that can be found in work prots in the early
phases of th&DLC, causing the work product to fail to meet requirements and

needs to be fixed or replaced

The definitions of other terms used in the
1 Error: Human action that can causadnurate results

1 Fault: Fundamental inaccuracies within the software program that can cause a

malfunction

1 Failure: Deviation of program behavior from user expectations, failure to fulfill

the expected function from the product under specirgdirements and limits

1 Problem: Difficulty faced by the person while using a system, negative situation

that needs to be solved

Based on these definitionsnalfunctions, disorders and anomalies that may be
encountered in the early phases of the lifdeware discussed by using the term "defect"
throughout the thes[S6].

2.2.Software Defect Prediction

Software defect prediction activities can be explained as using the models that are built
via certain methods using different product, process, andouresbased metrics in

order to prevent or minimize defects during software development life cycle. Its main
purpose is to guide development, test and management teams to have an opinion on the

software quality and therefore make decisions that providedas more deeply in

12



defective code, plan test activities in an effective way and make better use of resources

[8].

2.2.1. Defect Prediction Approaches

In the field of data nming, the two most important types of prediction problems are
defined as "classification"” and "numerical predicti¢d7]. Software defect prediction
approaches aralso divided into two as "classification as defective ordefective" and
"prediction olnumber of defest based on the dependent varialilee most used defect

prediction approaches can be grouped as follows according to their purpose of use:

f Classificatior: Prediction of the category to which the data depends. The methods
used for classification include: Expert judgembased models (Fuzzy Inference
Systems), Causal models (Bayesian Belief Network), Machine learning based
models N a p Bages Artificial Neural Netwok, Decision Trees, Logistic

Regression, Support Vector Machine).

1 Numerical Prediction: Prediction of the number of defects. The methods used for
numerical prediction include: Expert judgemdiased models (Fuzzy Inference
Systemy, Machine learning based modehstfficial Neural Network, Decision

Tree, Linear Regression, Support Vector Machine).

In addition it is possible to categorize the SDP methods based on the approach to
construct the model. In the context of ESDP, thetrpoeferred approaches to construct
the model can be said as machine learfivig) based methods because of their ability
to solve classification and prediction problems. Statistical methods are also preferred like
ML based methods. In addition, it is pide to construct SDP models by considering the

2The term ficlassificationd can be wused to
classes, as in defect classification schemes, or to refer to a software defect prediction
approach that involves classifying parts of software as dpfece and defedtree.
Throughout the thesis, the term "classificatimnised for the defectiveness classification

of a software part.

13



expert judgemenrbased approaches or causal methods. Therefore, we also present the

below categorization of SDP methods:

1 Machine Learning based methodSupervisedearningbasedmethods can be
used in botltlassification and regression problems. Some implementations of this
type include Artificial Neural Networks (ANN), Bayesian Networks (BN),

Decision Trees (DT), Napve Bayes (NB),

[38].

{1 Statistical methodsThese methods can also befprred when applying SDP
since they can be usedprediction models to be configured fawth classification
and regressiofil0]. Linear Regression (LinR) and Logistic Regression (LogR)

methods can be categorized as statistical methods.

1 Expert judgemenrbased methodd-uzzy Inference System (FIS) based models
can be constructed through a set of rulestetkaccording to expert judgment.
The most important feature of the FIS methods is that they are independent from
data and can handle imprecise d&@]. BN based models can also be built by
expert judgementvhen there is sparse daaad are known to be successful to

address dependencies between attributes and handle uncé2thih)

2.2.1.1 Statistical methods
Linear Regression(LinR)

It is one of the most known and best understood algorithms in stati&ties the class
variable to be estimated and all attributes are numeric, the linear regression method is one
of the simplest techniques to considedinearregression aims to find the line that best

fits the relationship between the input variables (x) and the output variable (y). It can be
defined as an equatign = CO + C1 * x)that detects and defines certain weights for input

variables called coefficiea{C) [41].

The purpose of the linear regression equation is to find the coefficient wahess
predicting the output (y) according to the input (xgmely CO and ClSome
recommendedjood practices for linear regression are to exclude similar (related)

variables from the dataset and, if possible, to remove/ nlaig. As a result, it is highly

14
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preferred for numerical defect prediction in the field of SDP asatfést and simple

technique.

Logistic RegressionLogR)

It is used to classify a categorical class variable based on the relationship between one or
more numerial or categorical independent variables. It is similar to the linear regression
method in that it aims to find tha@luesof the coefficients that give weight to each input
variable. UnlikeLinR, a nonlinear function called logistic function is used to predict the
out put <cl ass. The | ogistic function has

any value inb the rangérom O to 1[37].

Thanks to the learning nature of the modieé predictions made by logistic regression
can also determine the probability for ttlass to which the output belongs. This can
provide a more meaningful result theprediction problem. Logistic regression function,

like LinR, performs bettein the scenarios whemdtributes are related to the output and
dependency between attributgses not exist. As a result, it is preferred for software

defect classification problems since it is fast and effective.

2.2.1.2 Machine learning-based nethods
Artificial Neural Network

The artificial neural network model is inspired by the human brain's ataildgrive new
information through learning. It consists of many small nedik@elements called units

and the directional and weighted relationships between these units. The layers are
typically called the input layer, hidden layer, and output layeerdlmay be more than

one hidden layer between the input and output layers. It is known to be more effective
than other methods in modeling nonlinear functional relationships. It is generally used to
predict the number of defects per class with obpened metrics[42]. However,
artificial neural neworks can be easily applied to very large datasets and can give results
with higher accuracy than other meth¢d3]. They are suitable for problems where the
number of featur@alue pairs is high, the training set contains outliers / missing data, and

the long training time is acceptable. The multiplicity of the number of connections, layers
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and nodes determindise complexity of the system they can represent, the more nodes
there are, the more complex (advanced) systems can be modeled. With these features,
artificial neural networks solve problems that cannot be solved by classical algorithmic

methods, similard the system of the human brd].

Bayesian Classifiers

Bayesian classifiers are statistical classifiers based on Bayes theorem that aims to find the
probability that a sample belongs to a class under given amslifThe most important
feature is that they are incremental. That is, old knowledge can be used for observed data.
Accordingly, the calculated probability increases or decreases increméffdlIpayes

rule stateshat "Based on the arguments we observe, what is the probability that the output
belongs to class Ca@hdanswers the question. Suppose Y is the class variable and X is
the collection of independent classes. In this case, the formulation of the question "Give
X, what is the probability that the resultakclass C?" igiven in Equation 2.J41]:

0® #s8 —% (Eq 2.9

Naive Bayes

Naive Bayes, one of the Bayesian classifiers, has the advantage of handling various and
independent features, missing valaad noisy data. It also achieves results very quickly.
The most obvious disadvantage of Naive Bayes is thassumeghat classs are

conditionally independent. This assumption may cause a loss of acptBacy

Bayesian Networks (BNs)

Bayesian networks are represented by directed acyclic graphs, where each node defines
a separate variable. Relations between these variables can be shown with Bayesian
networks (such as the order of transition from onesrtodanother). Bayesian networks

generally consist of two parfs7]:

1 Directed acyclic graph (DAG)fhe nodesn the gaphcan be define@ds model
variables and the connections between the nodgwesenthe causal effects

amongthe variables.
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1 Conditional probability distributions (CPT): Unconditional probability
distribution is applied for nodes with no ancestors. kades with ancestors,
conditional probability distributions are made depending on the status of their

ancestors.

Bayesian networks has many advantages. It has the ability to handle missing data, where
each variable is assigned a preliminary probabilltyst if no input is provided for a
variable, the defaultalue of theprobability is used in theomputationsThe BN models

are generally easy to interpret, as the causal relationships between the variables are clearly
visible in the graphlt can combinedifferent types of data (@, quantitative and
qualitative) where they can be used as inputs in model debigass and outputs do not

have to be defined staticallp variable is an input if the user can observe it; if no

observation can be made abthé variable, it becomes an output.

Decision Trees

The structure of a decision tree is simple. The starting node in the tree is the root node.
Each internal node represents the decision point that contains questions or criteria to be
answered. The branches that connect nodes reflect the flow from questoswer.

Lastly, leaf nodes give a result or ressdt, which applies to all nodes that reach the leaf
[38]. Decision tree algorithms have many implementations. The most common ones are
ID3, C4.5, CART (Classification and Regression Trees). Classification tressitable

for classifying the defectiveness of software components. Regression trees, on the other
hand, can predict the number of defddi]. Decision trees can use multidimensional
data. The learning andassificationprocessof the decision tresis oftenfast. Besides,
theyyield high performance prediction resuenerally However, thg performancean

be affected from the nature of thata[37,38,41]

Support Vector Machines

It uses a noilinear mapping to convert the original training data to a higher dimension.
Within this new dimension, the linear searches for the best parsing hyperplane (i.e., a

"decision boundary") separates the threads of one class from another. With a suitable
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nonlinear mapping in a sufficiently high dimension, data from the two classes can always
be sgarated by a hyperplanehich can be found with the help sdipport vectors and
margins[38]. SVM can be applied on both linear and nonlinear deta.learning phase

can be slow; however, it has a high accuracy rate generally thanks to its ability to model
complicaed and nonlinear decision boundaries. They are prone toleam@ing
compared to other methods.

Genetic Algorithms

Genetic algorithms produce a set of solutions instead of producing a single solution to
problems. Many points are evaluated at the samein the search space, and as a result,
the probability of reaching a holistic solutiotreaselt has been stated that it is suitable

for use in scenarios where assumptions are excluded and the model focuseslefdgton
data[49]. The reasons for this are that genetic algorithms do not make any assumptions
about data distribution, are not a parametric method, and do not form the model in a

specific structurg49].

Ensemble Learning

It is a machine learningpproachthat is generallyusedfor improving the prediction
accuracy of classifiers. More than one classifier is trained to solve the same problem and
these classifiers are combined to obtain stronger generalization Egilitys it will be
explained in the following sections, ensemble learning methods are not inalibed

the scope of the thessnce it is desired to compare machine learning methods with their

simgest forms.

2.2.1.3.Expert judgement-based methods
Fuzzy Inference SystemgFIS)

The fuzzy classification technique describes the dataset with approximate (partial
membership) valuewvithout having precise and defined boundaries. For a software

segment to beassified as defective, it must be defined with a membership value between

O and 1. Using the data classifimaluedy t he mo

ordering model O predi ct s-pronen[80t5h] €eThe ntodt a t
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important advantages of fuzzy logsased methods can be listed as foll¢82. Data

independence is the most important advantage of the FIS method. FIS models perform
the modeling of the desired environment with the help of experts on research field, not
by leaning from data. Since it does not need historical data, it can be used from the
beginning of the software project, providing faster results and usage repeatedly for the
same research field. FIS models are said to be more suitable for defect prediction tha
datadriven methods. Models created can also be used for other software projects
regardless of the domain, as they are data independent. Verbal, qualitative and non

numerical data are also well suited to use in fuzzy inference models.

The steps to be flowed while building fuzzy models can be listed as follows:

1. Determination of membership functions of inputs and outputs
Membership Functions (5 Scales) for linear scale:
A VL (0; 0; 0.25),
A L (0; 0.25; 0.50),
A M (0.25; 0.50; 0.75),
A H (0.50; 0.75; 1.00),
A VH (0.75; 1.00; 1.00)
Membership Functions for logarithmic scale (3 Scales):
A L(0;0;0.37),
A M (0;0.37; 1),

A H(0.37;1;1)

2. Determination of fuzzy logic rules: Various rules are determined by the field expert
according to fuzzy sets and verbal variables.a=uccessful model design, all verbal
variables in the fuzzy rule set and combinations of all verbal valudgsse verbal
variables should be included. The number of rules is calculated by multiplying the

number of verbal valuesf each verbal varlde with each other. Faxample,the
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number of rules required for an FIS consisting of 3 verbal variables and where each
variable has 4 verbal values4 * 4 * 4 = 64.

. Fuzzy inference: The fuzzy inference process can be explained as follows, in order:
1 Fuzzification of the determined inputs using membership functions
1 Performing the execution of fuzzy logic rules

1 Generating the fuzzy outputs of rules

. Defuzzification step: After producing the fuzzy outputs, the defuzzification step is
applied, where théuzzy output is converted to crisp output. Although the fuzzy
output helps to interpret the crisp valugisen as input, it does not tell the final
decision, so the fuzzy output needs to be converted to crisp output. This conversion
is called defuzzificaon. There arseveratypes of modelshat vary inthe technique

they use for the crisp output generation step. The most used types are Mamdani,
Sugeno and Tsukamoto.

2.2.2. Software Metrics

Software metrics enable us to understand and evaluate many a$peftaare, thus to

plan and track critical aspects throughout the prdjéetcycle. The healthier we can

perform the software measurement process, the more accurately we can control the

software quality.

1 Measurement: It is the process of assigning aevéb an attribute. It can be a
figure, size or quantity obtained as a result of the measurement p{b8gss
Measurement is also defined as the process of assigning numbers or symbols to

the properties of reaborld entities, according to strictly defined ru[éd].

1 Metric: Indicates the level at which a product, system, component or process

possesses a certain attribute [50].

20



According to Fenton and Biem&54], it is important to define the entities and attributes
of the measurements as the first rule of thumb for performing software measurement
activity. Based on Fenton and Bieman's classification, entitiesrwilie scope of

software measurement activities are divided into three:
1 Process: Refers to activities related to the software.
1 Product: Outputs or documents obtained from a process activity.

1 Resource: Refers to the entities required to perform the practgities.

Product metrics allow to measure structural and physical properties such as size (source
code, requirement specification document size, size of design documents, etc.),
complexity, length, dependen@ndinteractivity. The metrics defined in the Chidamber

& Kemerer metric sgib5] are the most widely usedglgn and coding phase metrics for

SDP in objectoriented softwarg56]. Process metrics measure the efficiency and
effectiveness of software development processes, the duration of process activities, the
effort spent, and the number of errors s#enughout the process. Since defects can be
encountered from the earliest stages of software development processes, process metrics
will be useful in SDR57]. Resource metrics enable to measure the characteristics of the
personnel (developer, designer, test staff, etc.) working in software development projects,
such as experience, motivation, the characteristics of resources suattmasesand

hardware needed in the project, and the structure of the working envirdiadilent

For each metric class (process, product, resourcefliviceed into internal and external
characteristics:

1 Internal properties: can be measured by the product, process or resource itself.

1 External properties: can be measured by how the product, process or resource

relates to its environment, i,éaking intoaccount its behavior.
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2.2.3. Public Datasets

2.2.3.1.PROMISE Repository T NASA Dataset

PROMISE data repository contains open datasets published to support the creation of
prediction and/or decision support models in the field of software engineering on various
topics (defect prediction, cost estimation, effort estimation, subsequent release
monitoring etc.). It is aimed that the relevant prediction models can be applied by different
researchers in the field or experts in the industry. The most used dataset in theesoftw
defect prediction field in this data repository has been published under MDP (Metric Data
Program), a metric program created by NASA. In this context, there is data on 12 projects
published. The PROMISE repository is currently not acces&iBlebut a backup for the

data is ®mailable fortunately and stored @itHub [59]. The most used ones are given in
Table 2.1

Table2.1.The characteristics of the projects from public NASA dataset

Project Programming Total Samples | Defectiveness Number of Dataset
Name Language Sample | Marked as Rate (%) Attributes Size
Number Defective
CM1 C 327 42 12.8 38 Small
JM1 C 7,720 1,612 20.9 22 Large
KC1 C++ 1,162 294 25.3 22 Large
KC3 Java 194 36 18.6 40 Small
MC1 C++ 1,952 36 1.8 39 Large
MC2 C 124 44 355 40 Small
MW1 C 250 25 10.0 38 Small
PC1 Cc 679 55 8.1 38 Medium
PC2 Cc 722 16 2.2 37 Medium
PC3 C 1,053 130 12.3 38 Large
PC4 C 1,270 176 13.9 38 Large
PC5 C++ 1,694 458 27.0 39 Large
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2.2.3.2NASA-93 Dataset

It is an open dataset containing data from 93 projects prepared by NASA for use in the
COCOMO model in the 90s, and later defect number data was fEfijedhe attributes
were demonstrated in Tak®e2, with their related software entity categorizatidhere

are a total of 25 attrilias in the version with defect datehich consists af

M 15 standard COCOMD di screte attributes in the
AExtra Higho

7 attributes describe the features of the project
one of them describes the number of lines of code

one of thems the actual effort in person months

= =2 =4 =4

the dependent attribute is the number of defects

Further detailed descriptions can be found in the COCOMO Il model mi@igal

2.2.3.3Fenton Dataset

Fenton et al. proposed a causal defect prediction model using severalatjuardind
qualitative process factof20,21] The design of the model and the specified qualitative
factors were first described [R0]. After that, they extended this work to describe the
prediction model in more detail and validatfit]. The most critical output of this study

is the operdataset they provide to the literatir&heir main motivation for presenting

their raw data is the possibility of enabling different SDP methods to be implemented by
other researchers, and that the results are useful for software project managers to use

practically.

3 Throughout the thesis, the Fenton dataset is referred from their extendef@ fijork
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Table2.2 Attributes of NASA93 dataset

Entity Attribute Abbreviation Type

Product Precedentedness prec {h} Nominal
Product Development Flexibility flex {n} Nominal
Process Architecture and Risk Resolution resl {h} Nominal
Resource Team Cohesion team {vh} Nominal
Process Process Maturity pmat {l,n,h} Nominal
Product Required software reliability rely {I,n,h,vh} Nominal
Product Database size data {l,n,h,vh} Nominal
Product Product Complexity cplx {l,n,h,vh,xh} | Nominal
Product Developed for Reusability ruse {n} Nominal
Product Documentation match to ldfeycle needs docu {n} Nominal
Product Execution Time Constraint time {n,h,vh,xh} | Nominal
Product Main Storage Constraint stor {n,h,vh,xh} | Nominal
Product Platform Volatility pvol {l,n,h} Nominal
Resource Analysts capability acap {n,h,vh} Nominal
Resource Programmers capability pcap {n,h,vh} Nominal
Resource Personnel continuity pcon {n} Nominal
Resource Application experience apex {l,n,h,vh} Nominal
Resource Platformexperience plex {vl,I,n,h} Nominal
Resource Language and Tool Experience ltex {vl,I,n,h} Nominal
Resource Use of Software Tools tool {n,h} Nominal
Resource Multisite development site {n} Nominal
Resource Required Development Schedule sced {n,l,h} Nominal
Product Equivalent physical 1000 lines of source cq kloc Numeric
Process Development effort in months effort Numeric
Process Number of defects defects Numeric

The dataset contains data on 31 software projects developed in the consumer electronics
industry. The scope of the projects is the development of embedded software in consumer

electronicgproducts, andt is aimed to developeveralfunctions provided by a product

in each projectThe developed software are not independsstems,and they are

developed as subsystems of other software in the electronic product. Waterfall approach

is followed as thesSDLC. In the software engineerinqart of the life cycle, requirements

documentation review, design, design review, coding and unit testing actvécssried
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out. Later, the softwaris put into independent testing at many stages, from integration
testing to system testing. Requirerteeanalysis and independent testing processes are

usually performed in a different location than the coding.

Data are collected through questionnaires conducted with project managers, quality
managers and/or expert project personnel of the relevant {gtdj@ealitative data from

surveys have 5 scales and can take the following vafuesder: Very High, High,

Medium, Low, Very Low. There are areas such as explanations and detailed sub
questions regarding the questions. For example, if there are 1fuestions for a

question, if all sulmuestions are answered yes, $here of the question will BeéH, if 7-

9 of them are yes, ttezore will beH, and so onFor example, for gathering the answers

on factoriS1- Rel evant Exper i enc e, the maingpestion aach d Do

additional questions were defined as follows:

Question How would you evaluate the experience and skill level of your team members

who took part in the requirement phase of this project?
1 Subquestionl: Did the requirements tehave sufficient experience?

1 Subquestion2: Did the requirements team have sufficient domain expertise?

Sample Answers

1 Very High: Software engineers with more than 3 years of requirements

management experience and extensive domain knowledge.

1 High: Softwae engineers with more than 3 years of requirements management

experience but limited domain knowledge.

1 Intermediate: Software engineers with 1 to 3 years of experience in requirements

management.

1 Low: Software engineers with 1 to 3 years of experiencenbutxperience in

requirements management.

1 Very Low: Software engineers with less than 1 year of experience and no previous

field experience.
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The identified factor groups and related factor names were demonstrated in2Flgure

Factor group Factor ID and Name
Specification and S1 Relevant Experience of Spec and Doc Staff
documentation process S2 Quality of Documentation Inspected

S3 Regularity of Spec and Doc Reviews
S4 Standard Procedures Followed

S5 Review process effectiveness

S6 Spedefects Discovered in Review
S7 Requirements Stability

New functionality F1 Complexity of New Functionality

F2 Scale of New Functionality Implemented
F3 Total Number of Inputs and Outputs
Design and development D1 RelevanDevelopment Staff Experience
process D2 Programmer Capability

D3 Defined Processes Followed

D4 Development Staff Motivation
Testing and rework Factor | T1 Testing Process Well Defined

T2 Testing Staff Experienceunit

T3 Testing StafExperience integrated
T4 Quality of Documented Test Cases
Project management P1 Development Staff Training Quality
P2 Requirements Management

P3 Project Planning

P4 Scale of Distributed Communication
P5 Stakeholder Involvement

P6 Customer Involvement

P7 Vendor Management

P8 Internal Communication/Interaction
P9 Process Maturity

Quantitative Data E Total Effort

K KLOC

L Language

TD Total Defects

Figure2.1.Factors in Feton Dataset [21]

2.2.4. Performance Evaluation Measures

In order to choose an approach for the performance evaluation of defect prediction
models, first of all, the type of the predicted dependent variable should be considered. In

this context, it is possible to divide the models into [&jo
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1 Categorical Models: use categorical variables (defective ordetettive) as

dependent variable. Models created with classification methods fall into this
group.

1 Continuous Models: useumerical variables (number of defects) as dependent

variables. Models created with numerical prediction methods fall into this group.

2.2.4.1 Measures Used in Performance Evaluation of Categorical Models

In categorical models, the evaluation of the predictiorfop@mance of the model is
basically made by confusion matrix analygigen inFigure2.2[62]. This matrix uses
various calculations where the model considers actual class labels to measure how it
classifies differentategories. In other words, the class label predicted by the model is

compared with the class label to which the dependent variable actually belongs.
1 True Positive (TP)The <cl ass | abel (Adefectiveo) w

1 False Positive (FP)The clasd abel-dd fiemomi ved) was gues:s

(Adefectiveodo). Also known as Type | Err
1 False Negative(FNThe c¢cl ass | abel (fidefectiveodo)
defectiveo). Also known as Type |1 Errc

1 True Negative (TN)The c| ass-dledleelt i VRRmdn was predi

Predicted Class

Positive (P) | Negative (N)

Actual Positive (P) TP FN

Class | Negative (W) FP TN

Figure2.2. The confusion matrix

Based on this matrix, many performance evaluation measures can be i8jesdisted

below. The sysnonims and formulations of these measusmwesentedn Figure2.3
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Measure Synonyms Formulation
True positive rate (TPR) Recall L
Probability of detection / pd 0+ D
Sensitivity
False positive rate (FPR) Probability of false alarm / p _ CD)"
Typel Error © + Y
True negative rate Specificity L
Y+ '@
(TNR)
False Negative rate Type-ll Error L
Y + @
(FNR)
Precision #
Y+ '@
2 x 'YQuaxh x 01 QHIeE
f-measure —
YQuaxo+ 0i QIO
N T
Accuracy —— —_—
Y+ +"@+ "D
Misclassification rate Error-rate 1 ool o
Balance 1
(VG + (1 00?2
N2

Figure2.3. Performance evaluation measures

1 True positive rate (TPR): It is synonymous with Recall, probability of detection

(pd) and Sensitivity. It refers to the rate at which the class that is actually labeled

asndefectivedo is predicted as fAdefectiveo

1 False positive rate (FPR): It is synonymous with probability of false alarm (pf)

and Typel Err or . It refers to the -frracteed aits whi

predictede@asi mdtehecpgrnedi ction result.

1 True negative rate (TNR): It has the same meaning as Specificity. It refers to the

rate at which t hefrcdea®dsi 4 adbled @& dpreaedifidted ke ¢

in the prediction result.
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1 False negative rate (FNR): It htéme same meaning as TypeError. It refers to
the rate at which the c¢class that is ac

Afdeffeeted0 as a result of the prediction
Precision: refers to the rate aly. whi ch
f-measure: It is expressed as the harmonic mean of the precision and recall values.

Accuracy: The ratio of correctly classified units.

= == =4 -2

Misclassification rate: It has the same meaning as fater It is the proportion

of incorrectly classified units.

1 Balance: It expresses the distance to the most perfect point, defined as PD=1 and

PF=0, in terms of PD and PF calculated as a result of the estimation.

ROC Curve and AUC Value

ROC Curve (Receiver Operating Characteristic curve) is a method appligeraret
classification performance graphically. As showkigure 24, the ROC curve graph has
two dimensions: PD (true positive rate) on thaxys and PF (false positive rate) on the

x-axis. The most successful classifiers have high PD and low PF.

S 0.4

S 0.3 1 Random

0.2 - Good

Better

Best

O T T T T T T T T
0 01 02 03 04 05 06 0.7 08 09 1
False positive rate

Figure2.4. ROC curve
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AUC (Area Under the Curve) refers to the area under the ROC curve. When PD is equal
to PF, the area under the ROC line is an isosceles triangle with sides of length 1; thus the
AUC value is 0.5. If the AUC value is calculated overi@.the performance evaluation

of a model, it can be said that the model gives acceptable prediction results, and the results

get better as it gets closer to 1.

2.2.4.2 Measures Used in Performance Evaluation of Continuous Models

Co-efficient of determination (B: It is a statistical measure of goodnessdit, which
measures how good the predicted regression equation is. It has the range of values
between 0 and 1, where highetrBpresents more confidence in the equation. Suppose
we have existing values yi apdedicted valuesd/(fori=1, 2, 3,..., n; nN N), where

yLis a mean value oflWj

B

2 —
R =p =

(Eq 2.2)

Root mean square error (RMSE): Relative squared error takes the total squared error and
normalizes it by tiding by the total squared error of the predictor. Then taking the

square root of the relative squared error, reduced error being predicted is calculated.

RMSE= -B UEUE (Eq 2.3)

Normalized root mean square error (NRMSE): It shows the ratiseleet RMSE and
existing values. The NRMSE value can be used to compare single model performance.

NRMSE =——— (Eq 24)

Mean Magnitude of Relative Error (MMRE): It is the arithmetic mean of absolute relative
error. The lower it is, the better theediction.

MMRE =-B —— (Eq 2.5)
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Balanced Mean Magnitude of Relative Error (BMMRE): It is a balanced version of the

MMRE that deals more with underestimation than overestimation.

BMMRE=-B ——— (Eq 26)

2.2.5. SDP During Early Phases

Most SDP models are generated using metrics from the coding and testing phases of the
SDLC. However, when it comes to those phases, it may be too late to plan corrective and

preventive actions effectively. As a solution to this problem, it can ix@ppate to build

and use SDP models in the early phases of the SDLC, which can be defined as

requirement analysis or design phases, in terms of many activities such as quality

estimation, effective resource, calendar and cost planning in the softweareydie

[12,64.

In the earlier phases of SDLC, project teams do not havenatrycs related tsource
code or testing, or reported defect data from the product environment that could be used
to predict future defects of the software. Therefore, the data and metrics that can be used

earlyin the SDLC can be summarized as follows:

1 Subproduct data thtacan be collected from earfphase suiproducts (such as

requirement specification documemtddesign documents)

1 Processhased data that can be collected from estdge processes (requirements

analysis, design, early stages of coding)

1 Resourcebaseddata on the experience of the software development team and the

availability of other resources

1 Qualitative data based on expert opinions that can be obtained in the early stages
from the opinions of experts who can evaluate the software according to the

software context parameters

1 Historical project data similar in context to the related software
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2.3.Decision Analysis

In complex situations that require-itepth knowledge of the subject to be decided, a
decision analysis process should be performed usisggreatic methods among the
alternatives. The definition of decision making is expressed as choosing the most
appropriate one among the alternatives to be considered in terms of goals, objectives,
values and criterifs5]. According to Fulofj66], a general decisiemaking process can

be divided into the following steps:

1. Define the problem,

2. Determine requirements,

3. Establish goals,

4. ldentify alternatives,

5. Define criteria,

6. Select a decisiemaking tool,

7. Evaluate alternatives against criteria,

8. Validate solutions against problem statement.

Especially for the decisiemaking problems involvingigh risk and uncertain scenarios,

it is a possible approach to first use a decision tree to see the potential results, and then
apply themulti criteria decision anaylsis{CDA) on these potential results to reach the

final result over the total preferemscorgd67]. These two analysis methods used in the

decision analysis approach within the scope of the thesis are summarized below.

2.3.1. Decision Tree

In decisionmaking systems, decision tree is one of the-kiestvn tehniques. They
all ow to make decdown dvidsandt bnquegho aapigropach t

problem by addressing a set of decisions available in the tree. nodes

In decision analysis context, there are a couple of advantages of decisid68diegs

rule set emerges as a result of structuring decision treesptbusling clarity and
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conciseness for decision makershgking it easier to explain the decisions taken, which
can be presentad an interpretable formaiot all decision attributes may be helpful in

the same way for different decisiomaking contexts. For those types of problems,
decision trees ensure that the suitability of different attributes depends on the results of
theprevious tests, thus they have a high context sensitivity. Besides, they can successfully
handle both continuous and discrete attributes. They can be combined with other decision
techniquesNo domain knowledge is required for the construction of dectse@s, so it

is suitable for knowledge discovery.

2.3.2. MCDA

Multi-criteria decision analysis is a set of formal approaches to address complex decision
problems in a scientific and analytical framework, aimed at assessing multiple criteria for
a decision maketo reach the most appropriate solutj68]. There are different MCDA
methods in the literature, each with its own characteristics and categorized in many
different wayq70]. The best known methods canliseed as AHP (Analytic Hierarchical
Process)71], ELECTRE (Elimination and Choice Expressing the Redit®), TOPSIS
(Technique for Order Preference by Similarity to Ideal Solyfie8] and PROMETHEE

(The Preference Ranking Organization METHod for Enrichment of Evaluafiofis)

Fuzzy set theory can be applied to address uncertainty issues that seain aifew
situations where the criteria are vague or decision makers are unsure how to evaluate the
relevant criterid75]. Fuzzy TOPSIS introduced by Chen and Hg/ff6] by exterling

the TOPSIS method using linguistic variables represented by triangular fuzzy numbers.
Later, studies that utilizes fuzzy logic theory with TOPSIS method continued in the
literature [77i 79]. The basic logic of the Fuzzy TOPSIS method is that the selected
alternative sbhuld have the shortest distance to the Fuzzy Positive Ideal Solution (FPIS)
that maximizes the benefit criteria and minimizes cost criteria, and the farthest distance
to Fuzzy Negative Ideal Solution (FNIS) that maximizes the cost criteria and minimizes
the benefit criteria[78,79] The general steps of Fuzzy TOPSIS method can be

summarized as followg' 8,80}
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1. Determine the appropriate linguistic variables fatkiag alternatives with respect to
each criterion.

2. Assign weights to the criteria and ratings to the alternatives.

3. Calculate the aggregated weight of alternatives with respect to each criterion.
4. Compute the normalized fuzzy decision matrix.

5. Compute the wghted normalized fuzzy decision matrix.

6. Calculate the Fuzzy Positive Ideal Solution (FPIS) and Fuzzy Negative Ideal Solution
(FNIS).

7. Determine the distance of each alternative from FPIS and FNIS.
8. Calculate the closeness coefficient (CCi) for ealobrnative.

9. Rank the alternatives.

The most important advantage of Fuzzy TOPSIS method is that when the decision makers
evaluate the alternatives, they benefit from using a natural language to describe their

subjective judgement in a quantitative mari@éy.
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3. RELATED WORK

3.1.Secondary Studies on SDP

Numerous software defect prediction papers have been published in the literature.
Therefore, there are many literature review and analysis studies about these papers. These
secondary studies have surveyed the literature according to several aspectiefedhe
prediction models, such as methods, metrics and performance evaluation methods. We
have analyzed these studies in software defect prediction literature by grouping them
based on their research method (Systematic Literature Review (SLR), Systematic
Mapping (SM), and Literature Review). We should note that research methods of the
secondary studies were classified based on the guidelines provided by Peter$2g]et al.

and Kitchenham and Chart[23]. If any guidelines were not followed in secondary

studies, we classified them as literature review.

3.1.1.Systematic Literature Review Studies

¢ at a Diri fLO] cbviewed software defect prediction papeysexamining theitypes
of metrics, methods and datasets. The results shovhthaisagef the public datasets
and machine learning approaches increased significantly after 2005 when PROMISE

repository was created.

Hall et al.[8] investigated the performane@luesof SDP models in their systematic

review study in 2012, included 208 experimental studies published between 2000 and
2010, and examined a subset of 36 out of 208 studiesm@im objective was ®valuate

the contextinformation input variables and modeling techniques and their effects to the
performance of the models. The main findings showed that models based on simple
approaches uch as Napve Baye erformed vall.Basidesthec Regr
combination ofdifferent input variables, and usage of feature selection techniques

resulted in better performance.

Radjenovic et al[81] reviewed software metrics and theisabilityin SDP over 106

studies. Theyeportedthat objectoriented (@) metrics were used nearly twice as often
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compared to traditional source code or process metrics. They also stated that OO and
processhasedmetricsaremore successfihan size and complexity metrizspredicting

defects.

Malhotra [82] analyzed the performance of the machine learning techniquesDier

models through 64 studies in 2015, and summarized the characteristics based on metrics
reduwction techniques, metrics, datasets and performance measures. It was concluded that
the machine learning techniques had acceptable defect prediction capability and could be

used by software practitioners and researchers.

Wahono [83], identified and analyzed the research trends, datasets, methods and
frameworks used iBDPstudies published between 2000 and 2013. The results showed
that about 77% of the studies wdoeused orclassification methods, and 65% of the
research studies used public datasets.

3.1.2.Systematic Mapping Studies

Murillo-Morera et al[84] investigated the software metrics, prediction teghes based

on data mining or machine learning and their performance over 70 studies. They found
the frequenly usedcombination of metriceand methods as followslalstead, McCabe

and LOCmetrics withRandom Forest, Naive Bayes, Logistic Regression awision

Treemethods

¥zaki nci [3lppesantdirtial results from a systematic mapping of 41 early
software defect prediction studies published between 2000 and 2015, and reviewed 18
papers in detail and in a narrower scope, to elicit the process atrdndemetrics used

in the models. It was observed that 44% of the early defect prediction studies build the
prediction model by using procebased data, such as effort of the review activities, or

requirement stability metrics.
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¥zakinci f15],dsystémaatichllg maped and reviewed 52 primary studies
published between 2000 and 2016. They provided a general view about the
characteristics, performances, and usefulness of ESDP models by elaborating on the
prediction methods, software metrics, performance evaluatioroagpes used in the
studies, as well as the reported benefits of using ESDP madhetsstudy differs from

the existing works in that it is the first study that focuses on the literature about early

software defect prediction in a systematic and comprérensanner.

3.13. Other Literature Reviews

Catal[85] investigated 90 softwaidefect prediction papers published between 1990 and
2009. This review provided a guide for researchers to investigate the studies on software

metrics, methods, datasets, and performance evaluation metrics.

Jureczko and Madeysk86] presented a revieandinvestigated procedsasedmetrics

in SDP. They focused on the most important results, recent advances and summary
regarding the use of these metrics in prediction models. They reported that employing
process metrics ithe defect prediction could lead to better results than working only with

the product metrics.

Singh et al[87] investigated various prediction methods used in the are@26wstudies.
According to the results, researchers have mainly used multivariate regression analysis,
genetic algorithrg neural network Bayesian network techniques 8DP. It is stated

that NASA datasets are the most common data source and widely tisecrea.

3.2. StudiesFocuson SDPFrameworks

Several studies that propose different frameworks in the field of SDP research are

discussed below.

Wahyudin et al[88] proposed an SDP framework to provide guidance on how defect

prediction should be organized in a particular project agdrozational context. The
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framework includes a threstage defect prediction model. First, the requirements are
defined to align the expectations of the software stakeholders with what can be achieved
in practice. Second, the model is constructed basdtieoidentified variables and the
selected defect prediction method. In the final stage, the prediction model is applied to
the actual software project data and the accuracy of the model is tested. An initial
empirical evaluation of the framework was coota based on the findings of the 12
studies in the literature, although no experiments were conducted for the implementation

of the framework.

Song et al.[14] proposed a framework that includes schema evaluation and defect
prediction components. The first component examines prediction performances by
applying learning schemes on historical datasets, and the second compaosguottoa
prediction model that uses the highrformance schema and applies it to the actual
dataset. The performances of the experiments performed on the simulation data and
NASA dataset were compared according to the AUC values, the framework wasdepor

to be efficient but different schemes may be required for different data types.

Metalearning is also used in the literature for algorithm selection and recommendation
as an alternative approach, which aims to learn the behavior of the classifiers and
determines the dataset features that contribute to better performance. Accottimg to
results of the experiments perf oleameg on
f r a me W&}, kit owas reported that algorithms with better defect prediction
pefformance were recommended successfully. The findings of this study are important
for the literature, as its authors reported that researchers should focus on improving
algorithm recommendation rather than trying to build more robust SDP models for
differert contexts.In addition, Porto et a[90] proposed a metkearning approach to
automatically select and recommend the most suitable cross project defect prediction
method. They evaluated their még¢arning solutioron 15opensourcesoftware proje
According to the results, the proposed dolutanlearn from previous experiences and
recommend suitable methods dynamically, however, there was a fos®rin the

predictionperformanceompared to the base methods
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Anotherapproactihat has attracted a lot of attention in recent years isahsféer learning
method[91]. When the target domain has a limited amount of data, transfeinigases
the source domain information for model learning in the target dormbarefore, it is
considered a useful approach for croempany software defect pretian, and in cases

when different distributions of the training and testing datasets[82i&3]

Rathore and Kumd®4] presented a recommendation system that facilitates the selection

of the appropriate technique(s) to build an SDP model, addressing the various
characteristics of the defect data as \aelthe appropriatenesshathmachine learning
basedand statistical techniques. In this context, they made a review of the literature to
reveal the features that should be evaluated, after that, they created various decision rules
according to the evaltian of these features and presented a decisionbased
recommendation system. The system was evaluated with several case studies, and it is

reported that it provided useful hints in choosing SDP techniques.

3.3. SDP Studies Using MCDA

In the field of SDP, there are a couple of MCDA studies in the literature. Balogun et al.
[95] evaluated the performancewafrious machine learning approaches by using Analytic
Network Process (ANP). Peng et 6] focused on comparing the performance of
several ensemble methods through the application of (Analytic Hierarchy Process) AHP,
where Wu[97] presented arAnalytic Hierarchy Model (AHM) to select the best
algorithm for highefficiency clustering in SDP. In addition, Kou et 8] applied
feature selection and classifier evaluation in the context of SDP by using different MCDA
methods such as ELECTRE, PROMETHEE and TOPSIS.

All of the studies above focus on the comparison of various machine learning based
classification methods with performance measurements using data from NASA Metrics
Data Program (MDP) published in PROMISE repository. Overall, these studies report a
positive efect of applying MCDA methodologies in assessing the predictive performance
of different classifiers. In addition, it is important to know that the experimental results

using different performance measures over different project data on NASA MDP may be
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different from each other. Therefore, these studies are very valuable to evaluate the
performance of different classification methods to be used in other software projects with

context information similar to a project in NASA MDP.

3.4.Defect Prediction in Ealy Phasesi State of the Art and Berefits of ESDP

A systematic mapping and systematic literature review sflllywas conductedas a

basis for this thesisTo ensure transparency, we have published the entire repository of

the primary studies and results of the studyrenk&at[99]. We identified the primary
studies with the prefix 'S' as an leefdrbrevi at.i
the sourcelDs of the primary studies and the corresponding reference is given in

Appendix1.

While constructing the review procesbe guideline and protocd proposed by both
Petersen et aJ22] and Kitchenham et &23] were followed It is important to ote that
Peterserf100] and Idri et al[101] also adopted the same methodology for conducting
systematic mapping and reviestudy. The protocol of our systematic study is shown in
Figure3.1

Research Mapping Review
Questions Questions Questions

Search PICOC Search Digital Search
Strategy Criteria Strings Libraries Process

Study

. Inclusion Exclusion
Selection - L
L Criteria Criteria
Criteria
Stud_y Quality
Quality I
Criteria
Assessment
Data Data
Data . .
L Extraction Extraction
Extraction
Process Form
Data Data_
Synthesis SR
Methods

Figure3.1 Research protocol for systematic mapping and literature review

The objectivefor this study was to obtain a general view of the characteristics and

usefulness of ESDP models reported in scientific literafittre.authorsearched for the
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studies reported between 2000 and 20A6otal of 52 studieswere reviewedand
analyzedwith regard tothe tend and demographics, maturity of stateesearch, in

depth characteristics (datasets used, SDLC phases, software metrics, prediction methods,
contextual information), prediction performance evaluation and benefits of ESDP

models.A more detailed class@ation scheme of thBLRis given in Table3.1

Table 3.1. Classification scheme

Research| Property Possible Values (M)ultiple/
Question (S)ingle
RQ1.1 Dataset Type Public, Private M
RQ1.2 SDLC Phase Requirement, Design, Coding, Testing M
RQ1.3 Software Entity Product, Process, Resource M
RQ1.4 Attributes Associated Size, Structure M

with Product Entity

Attributes Associated Effort, Stability, Process Maturity, M
with Process Entity | Number of Defects, Adequacy, Time
Attributes Associated Project, Human M
with Resource Entity
RQ15 Software Metrics Full list is given in Table 3.3. M
RQ1.6 Prediction Method Bayesian Network, Fuzayogic, Machine M
Learning, Statistical
RQ1.7 Contextual Commercial, Criticality, Development M
Parameters Methodology, Domain, Programming
Language, Quality Expectancy, Size,
System Type
RQ2.1 Performance Categorical, Continuous S

Evaluation Methods
Performance ROC, AUC, PD (Recall), PF, Precision, M

Evaluation Measures| Accuracy, Fmeasure, error measures,

goodnes®f-fit, ranking results, accuracy

difference between expected and obser

RQ2.2 Prediction Performance values based on mostly M
Performance Values | reported measures such as AUC or MM
RQ2.3 Benefits Full list is given in Table 3.5. M
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As seen in Table 3.1, the first column represents the research questions that are relevant
to each property in the classification scheme listed in the second column. The set of all
possible values for each property is given in the third column. The foudimoahdicates

if a property can have multiple values. For example, a study may have used more than
one prediction method; therefore, multiple possible values regarding prediction method
category will be marked in this case. The explanation for each pyoped related

possible values are given below.

1T ADataset typeo refers to the access the d
private. Neither dataset, defect datar source code is availabfeo r Agpri vat e
datasetslt is therefore not definite if the study is reproducible. It is worth to note
that if the study did namentionthe availability of dataset, it was categorized as
private. On t he ot her hand, metrios aitdfhe defectdata dat as e
are pulicly available €.g., PROMISE Data Repository}therefore, lte study

using public datasets consideredeproducible.

T A"SDLC phased st at es lifedydestage that aonigimatestbe vel op m
metrics for the prediction model. In other words, finigperty explains the phase
in which the inputs needed for the prediction model are obtained. The phases were
categorized as Requirement, Design, Coding, and Testing. Together with the
phase information, it would be beneficial to report the software dprednt
method used in the studies; however, only a few papers [S1, S5, S18lea8Y]
expressedhe development method used.

1 According to[54], as tte first rule for performing software measurement activity,
it is crucial to identify the entities and attributes of the measure. Therefore, based
on definitions of Fenton and [Bliasdnanbés cl
measurable product and process attributes of Florak ¢1G#], we include
ASoftware Entityo and fAAttributes Associ &
type of the entities and their related attributes, respectivi&yne of these
attributes are highly relevant wigoftware metrics used as inputs to the ESDP
models. During the review of the papers included in this systematic review, those

attributes and metrics were progressively added to the classification scheme.

T APrediction Met hodo exsedirthessaudy regandeng speci f i
the building of the prediction model. Examples of prediction methods include
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machine learning, fuzzy logic based, Bayedwatwork based, statistical based
etc.

T AContextual Parameterso ar eedatasqtaiiseded t o
in prediction studies. We adopted some of the contextual characteristiqd &jom
and [103]. Examples of contextual parameters include domain, programming
languageand size of the software, development methodology used in the project

life cycle etc.

T APerformance Evaluation Methods and Mezc
success of the prediction model. According to the classification of Hall [&f al.
defect prediction studies may report their results via categorical or continuous

dependent variables.

T "Benefitso were categori zed wibenefitsregar d
in the primary studies. They were gathered through the iterative cycles of the full
text reading and categorized with regard to similar phrases which primary studies
reported as a benefit or advantage.

3.4.1. RQ 1: What are the characteristicef ESDP models?

3.4.1.1.RQ1.1 Which types of datasets are used for performing the prediction?

The distribution of the dataset types givenFigure 32. Public datasets (50%) were
preferred since they are open to access. Public datasets includes: 1) NASA Metrics Data
Program (MDP) which is located in PROMISE reposit§bg], 2) qualitative and
guantitative data about 31 projects that were publishgDjnand 3) raw data published

in [S16]. Private datasets were also used (with 48%) in ESDP studies, which belonged to
industrial companies or individuals. One study did not use any type of dataset as it is not
a case study, it only proposes the defect prediction model [S17]. Moreover, in order to
see the change of interest to public or private dataset types, the cumdilsttitpeition

over years is presented kiigure 33. It was obtained from the number of dataset types

used in the studies by summing them over the years.
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NA; 1; 2%

Public; 26;

Private; 25;
50%

48%

Figure3.2. Distribution of dataset types

30
25
20
15

10

5 WD WS
Sy oy X3 Y o

Public e = Private eesses NA

& o A N ) Q
S & S

Figure3.3. Cumulative number of dataggpesper year

3.4.1.2RQ1.2 What are the development phases that originate metrics for the

prediction models?

The individual numbers of SDLC phases included in prediction models are provided in
Figure3.4. While three studies used only requirement pised dategleven studies
preferred only design phatased data. Six studies focused on requirement, design and
coding phas#ased data together; and, six studies included only design and coding phase
based data for early defect prediction.
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Requirement + Design + Requirement; 3; 6%
Coding + Testing; 12;
23%

Design; 11; 21%

. Requirement + Design; 2; 4%

Requirement + Coding; 9; 17%

Requirement + Coding +
Testing; 1; 2%

Requirement + Design +
Coding; 6; 12%

Design + Coding +
Testing; 2; 4%
Design + Coding; 6; 11%

= Requirement [S10, $27, 549]
= Design [S6, S14, 516, S18, 522, 529, S36, 544, 545, S51, 552]
® Requirement + Design [S20, 548]
= Requirement + Coding [S3, 54, S9, 511, S12, 525, 528, S33, 541]
Design + Coding [$19, 521, $38, 539, 542, $50]
Design + Coding + Testing [51, S31]
Requirement + Design + Coding [S8, 517, 524, 530, 543, 546]
Requirement + Coding + Testing [$23]
Requirement + Design + Coding + Testing [S2, S5, S7, 513, S15, S26, 532, S34, 535, 537, 540, 547]

Figure 34. Individualdistribution of SDLC phases

The cumulative percentages of the SDLC phases associated with early prediction studies
can be seen in Figuf5. Overall, 33 studies covered requirement pHzessed data for

the early prediction. Besides, 39 studies includiedign phaséased data in the
prediction methods. Design phasased data was mostly preferred (32%) while
constructing early prediction models. In addition, it is important to note that there is a
high adoption of requirement phalsased data (27%) in @er to provide earlier
prediction resultsSince studies that used requirement and design pbased data
mostly covered coding phabased data too; its percentage was about 29%.
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Test;
15;12%

Requirement;

o 33;27%

Code;_~
36;29%
Design;
39:32%

Figure 35. Cumulative distribution of the SDLC phases

3.4.1.3RQ1.3 What are the entities that originate metrics for the prediction

models?

The software entities subject to prediction studies were elicited from the software metrics

used in the studies. Twenrsgven studies used only product entised data, and three

studiesused metrics of process entity. Six studies used both product and process entity

based data to gather metrics, where only two studies used metrics from process and

resource entities together. Fourteen studies used metrics that were related to all entities.

The individual distribution of the entities among all studies is shown in Figéire 3.

Process + Resource; 2; 4%

Process;S;G%/

Product + Process; 6; 11%

Product; 27; 52%

Product + Process + Resource;
14;27% E—

= Product [S3, 54, S6, $9, 511, S12, 514, 516, S18, 519, S20, 521, 522, 525, 528, 529, 533, 536, S38, 539, 542, 544, 545, S47, 550, 551, 552]
» Product + Process + Resource [S2, S7, $10, S15, 527, S30, 532, S34, 535, 537, S40, S41, 543, 549]
= Product + Process [S1, S8, S13, 517, 524, S48]

Process [S5, 523, 531]

Process + Resource [S26, 546]

Figure 36. Individual distribution of software entities
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Overall, 47 studies (53% of total) covered product entity related metrics to collect data
for early defect prediction. Twenfwe studies (29%) included processtity-basediata

and 16 studies (18%) covered resource related data. The cumulative distrdfuhe
software entities used in studies can be seen in Fjlrk can be seethat product was

the most common to measure since it is more concrete and there is a room for further

studies that address process and resource entities in buildingra&iz#s.

Resource; 16;
18%

Product; 47;
53%

Process; 25;
29%

Figure 37. Cumulative distribution of software entities

3.4.1.4RQ1.4 What are the attributes of each entity, which originate metrics for the

prediction models?

Software attributes associated with each software entity were classified b§5éd.068]
as shown inTable 3.2 Accordingly, product structure, size, process effort and human

resource characteristics were the most included attributes in the prediction models.

3.4.1.5.RQ1.5 What are the software metrics that are used in the prediction adels?

Software metrics associated with each software attribute have been classified based on
[54,102]as shown inrable 3.3 According to the table, lines of code (LOC) or number
of use cases, Mc Cabeds anehuirédhehtsstalligychridds ¢ o

staff experience were the most used metrics in ESDP models.
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Table 3.2.

Software attributes and referencing studies

Software | Software Explanation of the References # of
entity attribute attribute Refs
Product | Size Identifiesthe magnitude| S1, S2, S50, S33, S29, S37, S15, SZ 29
of the work products S28, S49, S32, S11, S12, S3, S9, $4
such as LOC or numbe| S47, S35, S27, S13, S42, S34, S20,
of use cases. S10, S25, S16, S19, S36, S41
Structure Covers the flow of the | S2, S51, S52, S50, S33, S29, S21, § 39
work products such as | S28, S8, S18, S38, S32, S11, S12, S
Complexity, Length, S9, S4, S47, S14, S40, S35, S42, Sz
Coupling, Cohesion, S34, 543, S20, S44, S30, S6, S39, S
Modularity or Reuse. | S7, S48, S25, S16, S3619, S45
Process | Effort Covers the measures | S1, S2, S5, S37, S23, S31, S26, S8,| 20
related to the effort of a| S32, S40, S35, S13, S46, S24, S34,
process activity S43, S30, S7, S10, S48
Time Coversthe measures S15, S31, $41 3
related to the time for a
processactivity.
Stability Stateghe changefulnes{ S2, S37, S17, S8, S49, S32, S35, SZ 15
of a process artifact. S24, S34, S43, S30, S7, S10, S48
Process States the maturity of | S2,S37, S8, S32, S40, S35, S24, S3{ 10
Maturity the organization about | S30, S7
the process activities.
Number of Specifies the number of S1, S37, S15, S17, S8, S49, S35, S2 14
Defects defects found during a | S13, S24, S30, S7, S10, S48
process activity.
Adequacy Represents the quality | S2, S37, S49, S40, S35, S34, S43, S 9
or completeness ofa | S41
process artifact.
Resource| Project Covers the magnitude ¢ S37, S15, S26, S49, S35, S&3,1 7
characteristicy quality of the input
elements for software
production, such as
number of stakeholders
development language.
Human Covers the personnel o| S2, S37, S15, S26, S49, S32, S40, § 16
characteristic§ t eamdé s q u al| S27, S46, S34, S43, S30, S7, S10, S
activities, such as
experience, motivation.
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Table 3.3. Software metrics and referencing studies

Software | Software Software metrics References # of

entity attribute Refs

Product | Size LOC or number of use cases S2, S37, S15, S21, S49, S3 17

S47, S35, S27, S13, S42, Sj
S10, S19, S41, S16, S36,
Size of artifact S1, S13 2
Size metrics fromNASA projects S50, S33, S21, S28, S11, S] 10
(Halstead size metrics) S3, 89, S4, S25
Requirement metrics: action, S33, S28, S11, S12,S3,S9,9 9
conditional, continuance, S20, S25
imperative, incomplete, option, risk
level, source, weak phrase
Structure McCabe Metrics (Complexity etc.) | S52, S21, S17, S47, S42, S4 12

Halstead Metrics (total number of | S30, S39, S22, S7, S48, S19
operators, operands etc.)
Objectoriented Metrics S51, S50, S29, S18, S14, 99
(Complexity, Length, Coupling, S16, S36, S19
Cohesion, Modularity, Reuse)
Design metrics from UMI[55]
Data flow complexity, cyclomatic | S8, S24, S43 3
complexity
Requirements complexity, S2, S37, S32, S35, S34,S48 | 6
Complexity of new functionality
Program dependencies S38 1
Design metrics: edgeount, node S20 1
count, branch count, decision cour
multiple condition count and
condition count, densities,
complexities
Architectural design metrics to S45 1
quantify SDL (Specification and
Description Language) blocks

Process | Effort Design,review or development S1, S5, S23, S37, S31, S40, S 9
effort measured in person hour S13, S43
Creation effort, review effort S26, S46 2
Design review effectiveness S30, S7 2
Review, inspection and walkthroug S2, S8, S32, S24, S34, S®Y, | 9
(RIW) S10, S48

Time Total months of the project duratio| S15, S31, S41 3
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Stability

Requirements stability (RS),
requirement change request

S2,S837,8517, S8, S32, S35, S
S24, S34, S43, S30, S7, S]
S48

14

Process Capability Maturity Model S2, S37, S8, S32, S40, S35, S| 10

Maturity Integration (CMMI) Level S34, S30, S7,

Number of Number of defects from review S1, S37, S15, S35, S13 5

Defects Requirement fault density, design | S15, S17, S8, S27, S24, S1 7
defect densityfault days numbe S48,
code defect density

Adequacy Analysis, design, review quality S37, S40, S35, S43 4
Quality of documented test cases | S35, S7, S41 3
Defined process followed S2, S32, S34, S35, S37 5

Resource| Project Number ofstakeholders/members | S15, S49, S41 3

characteristics Development language S37, S15 2
Configuration management S37, S35, S41 3
Project planning S37, S35 2
Scale of distributed communicatior S37, S35 2
Vendor management S37, S35 2
DBMS type, developmergolution, | S15, S41 2
industry area
Techno complexity S26, S49, S46 3
Urgency S46 1
Novelty to developer S49 1

Human Staff experience S2, S37, S32, S40, S35, S7 10

characteristicg S34, S43, S7, S10
Staff motivation S37, S35 2
Programmecapability S37, S35, S30, S7 4
Staff training quality S37, S35 2
Internal communication/interaction| S37, S35 2
Productivity S15 1
Practitioners level S26, S46 2
Stakeholder involvement S2,S32,S34 3
People dependence S41 1

3.4.1.6.RQ1.6 What types of methods are used to build the prediction models?

Figure 3.8 shows the distribution of the prediction methods used for early defect
prediction in the studiest can be seethat machine learningased methods were the
most frequently used (with 39%). Machine learning methods included support vector

machines, artificial neural networks, genetic algorithmsné&ans clustering, decision
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trees and so on. Fuz#ggic-basedmethods (28%) were widely gegred since fuzzy

logic is appropriate for handling qualitative data gathered from early phases. In addition,
Bayesianmetworkbasedmethods were preferred (with 13%) thanks to its capability to
measure abstract data, which exists in early phases. iS&htisethods, which are mostly

based on regression, were used for early prediction with the percentage of 20%.

Bayesian Network; 7; 13%

Machine Learning; 21; 39%
Statistical; 11;20%

Fuzzy Logic; 15; 28%

B Machine Learning: [S3, 54, S5, S9, 511, 520, 521, §22, 523, 525, 528, 529, 533, 535, 536, 538, 541, 542, 544, 545, 552]
m Fuzzy Logic: [S2, 57, S8, S10, $12, 517, 518, 524, 526, 527, 529, S30, 532, 534, 548]
Statistical: [S6, S13, S15, S16, 519, S31, 536, 539, 547, S50, $51]

Bayesian Network: [S1, 514, S37, 540, 543, 546, 549]

Figure3.8. Distribution of prediction methods

3.4.1.7RQ1.7 What are the contextual parameters reported in the prediction

models?

The contextual parameters were gathered according to some references|59ijchrak

[103]. It was investigated whether the studies reported the contextual parameters of the
datase explicitly or not. However, it was also possible for a study to address the
contextual parameters in an implicit way. For example, if a study used NASA MDP data
from PROMISE repository for early defect prediction, its contextual parameters can be
inferred since the dataset is public to access. Besides, the contextual parameters about the
NASA MDP dataset are known through the studies that reported this information
explicitly, such as [S21, S44]. Overall, 14 studies [S3, S4, S9, S11, S12, S18, S20, S21,
S22, S25, S28, S33, S42, S44] used NASA MDP dataset. In addition, some explicit
contextual parameters were reported for public dataset published by Fenton et al. [S37],
where 10 studies [S2, S7, S10, S27, S30, S32, S34, S35, S37, S43] used this dataset.
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Lasty, a public raw data was published in [S16] and [S36] also used this dataset in their
study.

Reported contextual parameters of these public datasets are givVahlén3.4 which
include business domain, product size (as KLOC), programming langieaggopment
methodology, and effort.

Table3.4. Context parameters of the public datasets

# of
Public Dataset Studies | gysiness|  Size Programming | Development | Development
Use the | pomain | (KLOC) Language | Methodology Effort
Dataset
NASA MDP [58] 14 X X X
Fentondataset
10 X X X X X
[20]
Datapublished in
Cartwright and 2 X X X X
Shepperd [S16]

Aside from these public datasets, the contextual parameters reported in 18 studies out of
25 studies that used private datasete extractedFigure 39 shows those parameters

and the distribution aiumbers among the studies. It is seen from the figure that the most
reported contextual parameter (with 25%) was domain information of the projects. Also,
technical information of the software product was given by reporting programming
language (19%), sizof the product (16%), and the type of the system (14%). In addition
to that, it was mentioned whether the software was commercial or not (14%). Some other
information about the quality requirements or processes was reported, such as criticality
or quality expectancy from the system, and development methodologies adopted during
thelife cycle of the software. Unfortunately, 10 studies (out of 52) did not address any
information regarding the context of the data used. It is a disadvantage that studies
repoting the context were relatively few, which makes it difficult to repeat the study and

compare the model performances based on contextual similarity.
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Quailty Expectancy; 2; 4%
Development Methodology; 2; 3%

Criticality; 3; 5% Domain; 14;25%

Commercial; 8; 14%

System Type; 8; 14%
Programming Language; 11; 19%
Size; 9; 16%
m Domain: [S1, 514, 5§15, 516, S19, 526, 536, 538, 541, 547, 549, S50, 551, 552]
= Programming Language: [S5, $6, 513, 514, 516, 519, 536, 39, 541, 551, S52]
= Size: [S6, 513, 516, 519, S36, S39, 541, S50, 552]
= System Type: [S1, $13, 516, S$19, 536, 541, S50, S51]
Commercial: [S1, 6, S38, 541, $47, 550, 551, S52]
Criticality: [S1, $49, S50]

Development Methodology: [S1, $13]
Quality Expectancy: [S1, S50]

Figure3.9. Categories of contextual parameters reported in 18 primary studies

3.4.1.8.0bservations on reviewby characteristics of models

1 Increased interest in public datasets is critical in terms of questioning the
reproducibility of the studies. It is good to see that public datasets have gained

interest through the years.

9 SDLC phase information is important &@SDP studies, since we define "early"
studies as the ones that built the prediction models before coding phase has started,
i.e. in requirement or design stages. Approximately 60% of the primary studies
focus on requirement or design phases to congtratprediction models, which
indicates the importance of these phases in ESDP.

9 It was observed that metric data based on product entity is mostly preferred in
building ESDP models in the studies, while metric data based on process and

resource entitielllow that category.

1 Mostinterested attributes are product size and structure, process effort, and human

resource characteristics.

1 Most commonly used metrics can be listed as follows: metrics that measure the
length of the software product (i.e. LOC mumber of use cases), complexity
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related metrics (i.e. McCabe or Halstead metrics), effort for review activities,
stability of requirements, maturity of the organization (i.e. CMMI level), and

experience of the staff.

1 On the side of prediction methodsdsn the models, machine learning and fuzzy
logic methods are the most frequently chosen ones. It is worth to note that, fuzzy
rule-based models are relatively suitable to model the vague, incomplete, or
qualitative data gathered from the early phasest ©hwhy fuzzy logiebased
approaches are preferred frequently in building ESDP models.

1 It can be said that contextual parameters have importance in the early phases of
software development, since qualitative data is commonly used to construct the
predicion models. Context information may undertake the task of guiding and

can be helpful to build simple and effective models.

3.4.2. RQ 2. Are models of ESDP successful and beneficial?

3.4.2.1RQ2.1 Which methods and measures are used for evaluating the

performance of themodels?

Performance evaluation methods of the prediction results varied according to the
dependent variable of the model, which in general were defectiveness and number of
defects, corresponding to categorical and continuous performance evaluation,
respetively. The distributions related to performance evaluation methods were given in
Figure 310. It can be seen that more than half of the studies used continuous performance
evaluation methods, while nearly egearter of them used categorical methods.
Unfortunately, nine studies (17%) did not evaluate the performance of the prediction

models.
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NA; 9; 17%

Continuous; 27;
52%

Categorical; 16;
31%

= Continuous: [S1, S5, S6, §7, 510, S11, 512, 513, 514, S15, 516, 523,525, S27,
S30, 531, 532, 534, 535, 537, S41, S43, 547, 548, 549, S50, 552]

= Categorical: [S3, 54, 9, $18, 519, 520, 521, S22, 528, 533, 536, $38, 542, 544,
545, S51]

NA: [S2, S8, S17, 524, 526, 529, 539, S40, S46]

Figure 310. Distribution of the prediction performance methods

As mentioned above, categorical studies focused to predict whether the specific part of
the softwaravas defeciprone or not. Papers reported the prediction performance using
ROC (Receiver Operating Characteristic), AUC (Area Under Curve), Probability of
Detection (PD, Recall), Probability of False Alarms (PF), Precision, Accuracy,-and F
measure. Contiraus studies, which predicted the number of the defects, reported the
prediction performance using various measures. Most of the measures reported by
continuous studies were related to error measures, goedissranking results,
accuracy, or differerebetween expected and observed reslitts.distributions related

to performance evaluation measures for categorical and continuous models were given in

Figure 311 and Figure 3.2, respectively.
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PF,’. 5; 12% ROC; 10;
24%
Precision; 4;
10%

F-measure;
2;5%

Recall (PD);
8; 19%

Accuracy; 6;
15%

AUC; 6; 15%

Figure 311 Performance evaluation measures in categbrnwdels

Significant of
Difference; 4; 9%

Ranking; -
6; 13%
Errorrate;
21;47%
Accuracy; -
7;16%

Goodness of fit;
7:15%

Figure 312. Performance evaluation measures in continuous models

3.4.2.2.RQ2.2 What are the performance values of the models based on the included

SDLC phases that originate metrics for prediction?

Performance data of the prediction was extraftiedvery individual ESDP model given

in the papers. We collected the performance values for each model presented in the related
paper and synthesized the values with regard to phase information of the model. Note that
we used t Wphaser@mt<ntimber i of imiledabldssepoytad in this
section, to be able to provide the number of models presented in the papers with regard
to the phase information of the constructed model. It is important to say that there is a

oneto-many relationship beteen a primary study and the number of models it presents,
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and 6ndé valwues belong to the sum of the

regard to a specific phase.

Most of the categorical studies reported AUC or Precision, Recall, andaBure,
therefore we analyzed the results through these measures. Also, we pravieasufe

where it was not reported by the paper directly, as it can be calculated from precision and
recall. In order to interpret performance evaluation results, we usegldtexthat are
beneficial to show the differences between populations visually as they do not make
assumptions about the distribution of the d&aTherefore, we providetthe categorical
performance results with regard to phase information by using two differertldiox
graphics, in order to observe its likely effects on prediction performa&ngere 313

shows the results based on AUC values; whipure 314 shows theresults based on
precision, recall, andrheasure valuabat wereprovided. It is very important to see that
models based on requirement and design phase metrics were very successful based on

both AUC and fmeasure values, which were pretty close to 1.0.
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Figure 314. Performance result§-measure, precision and reca®gardingphase in
categorical studies

For the continuous studies, theediction performance resuligere reported in a variety

of measures, which makes it difficult to convert tlesultsinto a common measure.
Mostly preferred performance measures reported in continuous studies were based on
error measures, which are Mean Magnitude of Relative Error REM Root Mean
Square Error (RMSE), Balanced Mean Magnitude of Relative Error (BMMRE), and
Mean Absolute Error (MAE). MMRE results with regard to phase information were
provided in Figure 3.5, which were reported in 10 studies [S7, S10, S15, S27, S30, S34
S37, S43, S48, and S49]. Except an outlier value reported in [S37], which belonged to a
Bayesian networbased model built with data from all phases, it can be seen that most
MMRE results were smaller than 0.5. In addition, it is very important to st¢hitee
models including only requirement phdsased data [S10, S15, S49] resulted in an

MMRE value of approximately 0.28, which was smaller in comparison to the error value

59



of the models based on requirement and coding phase data in [S27]. Also, Ibaseels

on requirement and design phdisesed data in [S48] and design phbased data in

[S15] reported good performance values, which were MMRE = 0.098 and MMRE = 0.2,
respectively. Besides, it is important to note that these models were based ontdifferen
kinds of prediction methods (i.e. Bayesian networks, fuzzy-lvaked and statistical
techniques), which might have had an effect on the performance of the prediction apart
from the phase information. Still, despite the differences in prediction metBS@

models demonstrated desired (high) performance.
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Figure 315. Performance resul{8MRE) regardingphase in continuous studies
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Moreover, R values were also preferred among continuous studies. We provide those
results with regard to the phase imf@tion inFigure 316. It can be seen that the most
successful model [S13] was built with integrating data from the requirement, design,
coding, and testing phases together (with=R0.989). Two studies [S10] and [S27]
presented an ESDP model based on data only from the requirement phase with the
performance values very close to 1.0, which were ®971 and R= 0.951, respectively.

These two distinctive studies demonstrate thagroof requirements stage in the

performance of ESDP models.

Requirement + Design + Code + Test [S13] I 0.989
Requirement [S10] | 0.971
Requirement [S27]* I 0951
Design + Code + Test [S31] I 0.942

Requirement + Design + Code + Test [S37] I 0.931

[
[
Design [S16] I 0.897
Requirement + Design + Code + Test [S47] I 0.6012

[

Design + Code [S50] I 0.585
0.0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1.0

* Retrieved from [S10]

Figure 3.B. Goodnes®f-fit (R?) values reported in continuous studies

3.4.2.3.RQ2.3 What are the benefits of early defect prediction as reported in the

studies?

Only few of the studies, i.e. [S37] and [S49], both using Bayesian Network models,
reported comprehensive benefits of the ESDP. In [S37], it was indicated that an obvious
benefit of a Bayesian Network wes capability to organize a range of decision gsial

and risk assessment modelinghich were conceivably important for software project
managers. In addition, decision support capability was explained with example scenarios,
in which the model parameters were changing regarding to the values ofetpersally

when the resource constraints made some of them impossible to increase. In [S49], the
usability of the model was evaluatdny using data (e.gsize ofartifacts, number of
defects) collected for five historical projects. Knowledge of seven domain experts was
gatheredby using questionnaires in order to build the prediction model, which required

112 min per expert. The results indicated that the model was usefudlity assurance
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(QA) planning by identifying higltisk projects. Moreover, this also applied for QA
controlling by providing better prediction for the number of defects than models using
only measurement data. Consequently, it was stated that thespdopybrid prediction
model would be used in the software requirements phase of the company to support QA

activities.

Aside from these two studies, most of the other studies concluded with a couple of general
findings, which represented the benefitseafly models verbally. We have categorized
those benefits with regard to the mostly reported benefits in the primary studies. Table
3.5 presents the benefits of early software defect prediction and highlight the main focuses
that the ESDP models can be disalvantageously. It is worth noting that; for better
clarification of this RQ, we performed "reciprocal translational analysis" reported in
Dixon-Woods et al[104]. This technique is helpful in order to analyze and synthesize
the qualitative data and translate the main benefits reported across primary studies to the

headings to ideify the similarities between them.

Table 3.5. Reported benefits of early software defect prediction

Benefit | Benefits Focus Reported Benefits Primary Studies # of

ID Studies

B1 Useful for software| ESDP models can beeneficial to software [S10, S49] 2
practitioners in engineers, managers and researchers for de
requirement phase| prediction in the requirement phase of softwa

development.

B2 Useful for software| Experiments resulted in the fact that design | [S16, S19, S22, 8
practitioners in metrics can be used accurately as software | S29, S36, S44,
design phase defect indicator in early phases of software | S51, S52]

development.

B3 Supports making | Design phaséased metrics are good predictd [S6, S14, S38] 3
best design of software defects, thus they support for
decisions with the | selecting the suitable design among the
help of degin available different design choices by avoiding
phase metrics defectprone areas of the software.

B4 Improved and ESDP provides a basis for effective resource| [S2, S3, S4, S5, S7 20
effective resource | planning and utilization by allocating the S8, S9, S11, Si15
planning necessary resources (human, computer of | S18, S20, S23, S24

infrastructure) optimally. S25, S28, S30, S32
S43, S46, S48]
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B5 Improved testing | ESDP models can be used for prioritizing [S5, S9, S10, S11] 19
focus and effective| software testing activities effectively with a S12,S13, S18, S1¢
testing effort specific focus on defective parts of the softwa S23, S25, S28, S31
planning in a comprehenge way, hence enable S33, S35, S38, S41

developers, testers or verification experts to | S43, S46, S47]
concentrate their time and resources on the
problematic areas.

B6 Developing cost Identifying defective parts of the software ear] [S2, S7, S8, S9| 11
effective software | in the SDLC may lead to reduce cost by bett§ S10, S18, S24, S3(
and providing cost | planning and management of the project. Eal S32, S42, S45]
reduction identification of cost overruns and making

corrective actions enébthe software teams fo
developing cost effective software.

B7 Useful in Early prediction of defects supports software| [S9, S10, S30, S32 5
optimizing managers through improved scheduling and | S35]
software schedule | early identification of schedule mismatch.

B8 Helpful for Predicting defects early in the SDLC can be | [S2, S6, S7, S8| 11
developing more | used to achieve high software reliability by | S12, S14, S17, S24
reliable software making effective strategies for improving the | S32, S35, S47]

reliability of the whole system and deciding th
necessary amount of corrective actions is
achieved or not in order to achieve target
software reliability.

B9 Effective project Earlylife cycle prediction can play an [S5, S15, S23, S31 8
planning and important role in project management by S33, S35, S40
managemen supporting software quality engineering S51]

through highlighting the quality needs earlier.
Involving early phase risk mitigation and
planning frequent review activities may also
provide better software project management.

B10 Effective decision | ESDP provides effective decisisupport and | [S7, S20, S23, S30 6
support enables to make correct decisions regarding| S37, S40]

rework, testing and release planning. Softwat
developer may easily detect the defective
artifacts and may make correct decisions
accordingly.
B11 Tradeoff analysis | ESDP models provide to make effective trad¢ [S20, S37] 2
off analysis during early phases of software
development.
B12 Improved software | Early prediction is used to improve software | [S12, S30, S35] 3

process control

process control by early identification of
software development process issues, therefi
will be helpful for taking corrective actions

through process improweent.
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3.4.2.4.Observations on review by performance of models

Regarding performance evaluation methods, most studies choose to predict the number
of defects that exist in the software (i.e. continuous studies); hence they prefer to report

performances based on measures related toretear

We extractedperformance values of continues studies with regard to MMRE &nd R
values. It is very important to see that studies include only requirementipdesesi data,

only design phasbased data, and requirement/design pihased data together reported
good perbrmance values, in terms of MMRE values smaller than @28can also say

that two studies [S10] and [S27] presented models based on data only from the
requirement phase with’R 0.971 and R= 0.951, respectively, which may indicate the
power of requirment phaséased data for ESDP.

When we look at the phatased performance values of the categorical models, we see
that model types established from the eathge knowledge are successful. One of the
most important finding of this systematic revievttiat models based on requirement and
design phase metrics are very successful based on both AU@eadfire values, which

are pretty close to 1.0.

The main benefits of the ESDP as reported in the studies can be listed under several

topics:

1 It can be beeficial to software project managers by supporting early planning and
management of project with higher quality in requirement or design phases of

software development.

1 It may provide a basis for effective resource planning by allocating the necessary

repurces optimally.

1 It can be useful for planning of testing activities effectively, reducing the testing
effort, and focusing the defective parts of the software in a comprehensive way as

defectprone areas will be already known.
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1 It may be useds adecision analysismechanisnduring early phases of software
development by supporting desidacisions andhelping the developers to select

the suitable design choice by avoiding defer@ine areas of the software.

1 The cost of the software development could b&nuped and even may be

reduced through early defect predictors.

1 Early software defect prediction helps software managers on planning schedule

effectively.

1 High software reliability may be achieved and guaranteed early in the SDLC, by
identifying the defetive parts earlier.

1 Predicting defects early in the softwdife cycle may improve software process

control with early identification of the issues in software development processes.

Consequently, early phase data can help to build more accurate mbdealsembined
with metric data from the coding phase, and provide more benefits than software defect

predictors based only on metric data from coding and testing stages.

3.5. Software Defect Prediction in Turkeyi A Survey Study from Industry (RQ3)

A survey stidy was conducted to take a picture of the applications on SDP in software
companies in Turkey. Mainly, we wanted to get the opinions of people working in
different companies in the sector, and gather the needs and expectations of the industry.

The relevahsurvey can be accessed via the Google fbrms

3.5.1. Survey Design

The questionnaire is structured in three parts. In the first part, the title information of the
participant's company and some general information specific to the company are asked
for statistcal evaluation. In this context, there are questions such as quality certificates
and activities carried out within the scope of quality management to determine the quality

management approach of the company. Finally, it is asked whether software defect

4 tinyurl.com/yc7ah7xt
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prediction is applied in the company. The second part of the questionnaire is structured
according to the answer to this question.

If it is stated that software defect prediction is applied in the company; to understand in

detail how the defect predictiomgzess works, the following questions are asked:
1 How do you operate software defect prediction?
For what purpose do you apply software defect prediction?
At what phases of the software development life cycle do you predict defects?

Which metrics do you uder software defect prediction?

= =2 =4 =4

What approactss) and/or todk) do you use to build the software defect
prediction model?

1 What do you think are the benefits or advantages of software defect prediction

applications in your company?

1 What do you think arehe difficulties or disadvantages of software defect

prediction applications in your company?

If it is stated that there is no software defect prediction in the compamyollowing
questions are asked to generate recommendations to motivate the pgkdakian of

defect prediction in software companies:
1 Why do you think software defect prediction is not applied in your company?

1 What do you think would be the benefits if software defect prediction was being

applied in your company?

1 What kind of difficdties would you think if software defect prediction was being

applied in your company?

The final part of the questionnaire asks the following questions to understand the need
for guidance for software defect prediction from the early phases of SDLC:
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Do yoau think it would be helpful if there was a guide on how to operate the

software defect prediction process from the early phases of life cycle?
Is guidance needed for choosing the defect prediction method?

Is guidance needed to identify the inputs and dstpd the defect prediction

model?

Is guidance needed for the creation of the defect prediction model?

Is guidance needed on how to predict defects?

Is guidance needed on how to evaluate defect prediction performance?

What do you think, in addition to tlaove issues, could be included in a guideline

for software defect prediction from the early phases of software development?

3.5.2. Results

A total of 35 people participated in the survey. The data provided by the participants are

shared in Appendi2. The mosimportant resultgroupedby the research questionan

be listed as follows

RQ 3.1. If software defect prediction is aippl how does the company operate it?

T

T

28.6% of the participants stated that software defect prediction was applied in

theircompanies

It was seen that 60% of the participants applied SDP to predict the number of
defects, 50% for the prediction of defective components, and 50% for determining

the severity of the defects.

It is seen that defect prediction is mostly applied erdgguirement analysis phase

of the software development life cycle (60%). This result is critical for addressing
earlyphase information while predicting the defects. In addition, it is seen that
defect prediction is applied with a rate of 50% during dlesign phase. It is
understood that the coding and testing phases are preferred by 50% and 40%,

respectively.
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T

It is seen that process metrics are used with a rate of 90% in companies where
defect prediction is made. Also, 80% of the participants statedlibg used

product metrics and 60% stated that they used resource metrics.

While it is seen that statistical methods / tools are mostly preferred as an approach
to creating a prediction model (80%), it is seen that approaches based on expert
opinion are ged at a rate of 40% and machine learning approaches at a rate of
20%.

RQ 3.2. If the company is applying SDP, what are the advantages or disadvantages of
applying it?

M

Thebenefits / advantagesported by those who stated that defect prediction was
applied in their companies can be expressed as: predicting possible risks in
projects, its contribution on time and quality management, and controlling the

number of defects that will appear in future versions.

The difficulties/ disadvantagesf defect predigon were stated as: the lack of
qualified human resources to apply prediction, the different dynamics of the
projects and the inability to be used by the teams, while the possibility of incorrect

prediction of the defects that may occur was reported dssdgvantage.

RQ 3.3. If the company is not applying SDP, what would be the benefits and/or

challenges in applying SDP in your company?

T

T

While 37.1% of the participants stated that no prediction was made, 34.3% of
them stated that they did not know whetB®P was applied or not.

In companies that do not apply SDP, time, budget and cost constraints come to
the fore, while the lack of experienced personnel and the lack of-knamon

SDP are among the reasons for not using SDP models.

It was stated that they would apply SDP in their companies, there would be an
increase in efficiency and quality in the planning of development and testing

processes, resource and time management could be made more efficiently, the
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developed software could be produced witlghlkr quality, thus increasing

customer satisfaction, awareness, and reusability.

1 It was stated that in companies that do not apply SDP, if estimation were made, it
would be the most important difficulty to collect the necessary data for applying
SDP moded, and there might be difficulties in building SDP models correctly.

Besides, it is thought that SDP would bring an extra cost and workload.

RQ 3.4. Is there a need for guidance on software defect prediction from the early phases
of SDLC?

1 89% of the partiipants stated that a guide would be helpful in choosing the SDP

method and determining the inputs and outputs of the model.

1 86% of the participants stated that there should be guidance on the building of the

model, how to apply the prediction and how valeate its performance.

In addition to these results, the survey contributors stated that issues such as which model
will be selected in which type of projects and/or sectors among different models, usage
and example scenarios of those models, and thefite of the defect prediction process

to the companies can be included in the defect prediction guide.

In line with the information obtained from the literature review and the survey results, it

was seen that a decision analysis method is required for the selection of the defect
prediction method in the field of ESDP. In this direction, in the studies described in the

next section, details are given for the steps of preparation, design and imptemeita

a decision analysis method that will provide a basis for the selection of the defect

prediction method suitable for the early phases.
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4. DECISION ANALYSIS APPROACH

Up to this section, we have explored the feasibility ofyepHase defect prediction by
addressing the most important aspects of SDP models. Thus, it was deemed appropriate

to adopt a broad and comprehensive decision analysis approaokwerthe crucial

question of this thesigsi RQ 4 . How t o s edrlg mrddictian ohseftwéwred d f o r

def ect s?0

In this section, the steps taken in order to systematically synthesize the information
obtained as a result of the extensive literature review@usk it in the modeling of the
decision analysis approach are explained by matching the related processes with the
detailed RQs

4.1.Design of Decision Analysis Approach

The design of the decision analysis approach can be seen in Figure 4.1. It congists of fo
componentsthe preparation for decision analysis approggmerating thé&nowledge

base, modeling of the decision analysis approach and the application of the approach.

Preparation for Decision Analysis Knowledge Base Application of Decision Analysis
Literature II List of alternatives
— (SDP methods)

R
Systematic Map Characteristics of

and Review SDP methods - —

List of criteria
Decision Analysis Model

Stakeholder
Requirements

Filled
Questionnaire

Two-Phase
Decision Analysis
Expert Opinion Study L Decision Tree MCDA (Fuzzy J
on Identifying and TOPSIS) SRR
Ranking the Crilra SDIS :Ace?hod

Base Matrix
—___/(

Dataset

Expert Opinion Study
for the Evaluation of
Alternatives against

Criteria

Questionnaire

Figure 4.1 Design of thedecisionanalysisapproach

In the preparatiorstagefor decision analysis, thigeraturewas examinedn detail &
explained inChapter 3.4toreveal the current state of the early software defect prediction
area. With this in mind, a list of alternatives to be compared during the decision analysis

processwas identified After, several important characteristib&t will beconsideedfor
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the selection of the alternative SDP methadsnely the criteria, were outlineldh doing
S0, an expert opinion studyas prepareth order to gather opinions about fheposed
criteria and to finalize themThe overall preparation process decision analysis

approachs given in Chapter 4-2.3.

The knowledge base contains all the data in a format that was derived from thegreviou
stage. At this stage, a base matrix is defined, which contains the values that the criteria
can take for each alternative. A second expert opinion study is conducted in order to
finalize the base matrix, as well as to evaluate the alternatives agémsa.cChapter

4.4 covers the detailed steps executedenerate and develop the knowledge base.

In Chapter 4.5, a questionnaire is presented to collect the preferences of the stakeholders

to guide the selection in line with the criteria and altereativ

For modeling the decision analysis approach, all the information gathered in the
knowledge baseere synthesizedn this manner, a twphase decision analysis approach
that combines decision tree and MCDA methodologies is presented to form therdecisi
analysis process for SDP method selection in the early SDLC phdseslecision

analysis process explairedin detail inChapter 4.6

For the application of the decision analysis, the characteristics of the example dataset and
the stakeholdersd requirements are elicit
allows the stakeholders to select the values of various attributes regaelimgeeds in

the context of their software project and related defect datasefh#pter5, the

application of the decision analysis approach through several case sigties

demonstrated.

4.2.What are the alternative methods for building ESDP models? (R@.1)

Based orour systematic literature reviestudy on ESDR15] and by considering other

systematic reviews on SOB,10,82,83,105]several prediction methods were identified
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to be considered as alternativesThible 4.1 these alternative methods and their basic
characteristicsvere listed The references to the primary studies wdse arovidedin

the rightmost columpwhichwere helpful irretrievng the characteristics of the methods

Table4.1 Charactestics ofsoftware @fectpredictionmethods

Method | Approach to | Purpose of Type of Datasetsize Primary Studies in
construct the | use output [15]¢
SDP model

ANN Data Classification,| Categorical,| Medium / Large / | S5, S23, S25, S29,
Dependent Regression Numerical | Very Large S35, S36

BBN Can Address | Classification,| Categorical,| No data requiréy | S1, S14, S37, S40,
Both Regressioh Numericat | Small / Medium / | S43, S46, S49

Large

DT Data Classification,| Categorical,| Large S9, S33, S44, Sh2
Dependent Regressioh Numericaf

FIS Based on Classification,| Categorical,| No data requiréd | S7, S10, S12, S18,
Human Regressioh | Numericat S27, S30, S32, S34,
Judgement S48

LinR Data Regression | Numerical | Small / Medium/ | S16, S47, S50
Dependent Large

LogR Data Classification | Categorical | Small / Medium / | S19, S36, S51
Dependent Large

NB Data Classification | Categorical | Small / Medium S20, S21, S22, S42,
Dependent S44

SVM Data Classification,| Categorical,| Medium / Large S38, S45
Dependent Regressioh Numericaf

a.May depend on the implementation of the algorithm
b. Can be constructed independent from data
c.Full references of primary studies can be obtained

4.3. What are the criteria to consider when selecting a method for ESDP? (RQ4.2)
4.3.1. Initially Defined Criteria

The criteria that should be considered in the context of ESDP for the evaluation of the
identified alternatives were determined and grouped under five main headimgs. T
relevant criteria weralefined roughlybefore the preparation stage of the decision
analysis, which were first published as a conference papgthen matured and updated
with various feedbacks received from the experts (e.g. in conferenceepesvs or

expert opinion study described in the next-sabtion).
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To put it concretely, basic characteristics of the prediction methods havednsateced

for the determination and grouping of criteria, as well as the information required to build

an SDP model in the early phases, such as data characteristics, data quality and the context
information of the project. These criteria have also beartiored in literature in various

ways|[8,37,3,41] The grouping for the criteria is given as follows:

1 Model Construction (MC)The main purpose and model constructing approach

are discussed under this group.

1 Data Characteristics (DCh)lhere are several characteristics which are crucial to
addres the constraints of the data that will be used for building the SDP model.

1 Data Quality (DQ) The quality characteristics of the data to be used to construct
the SDP model are discussed under this group.

1 Method Characteristics (MCh)Jhe characteristicsf the methods to be used to
construct the SDP model are discussed under this group.

1 Project Context (PC)The factors related to the context information of the project

subject to SDP are discussed under this group.

Next, the definitions of the criteria dar each grouping are given below.

Model Construction

1 Main purpose of usélhe purpose of an SDP model can be predicting the number
of defects or classifying the software as defective / ddfeet (i.e. prediction
versus classificatiof)l06]. This information is said to be distinguishable for both
the construction of the model and for the performance evaluation of the resulting
model[8].

1 Approach to construct the modelo construct the SDP model, we can use
machine learning based methods that learn from historical data and make
predictions on new data, or we can prepare a model that is independent from data
with the help of expert judgemefit06]. It is necessary to evaluate the modeling
technique since different techniques may produce different results under varying
conditiong[8].
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Data Characteristics

1 Dataset sizeDataset size is the size of the dataset that will be used for training
the model . Smal | (number of examples (n)
Large (1000 O n < 100[81®}107]Very Large (n O

1 Type of input / output datdype of data can be categorical or numerjicdl.

Data Quality

1 Causality Causality is the degree that attributes are dependent when the value of

one attribute influences the otHad].

1 Uncertainty Uncertainty is the degree to which data is inaccurate, imprecise,

untrusted or unknowf108].

1 Missing dataMissing data is the values that are empty or left blank in the dataset
[109].

1 Ouitlier: Outlier is the degree to which the data do not meet with the general
behavior of the datasfgt10].

Method Characteristics

1 Interpretability. Interpretability is the degree of which the user can understand the

cause of any result (outpy87,111]}

1 Complexity Complexity is the degree to which the method is complicated or

complex in desigfi37].

1 Performance Performance is the degree of which the method performs well in

general112].

1 Speed Speed is the degree of costs associated with generating and hesing t
method[37].

1 Maintainability: Maintainability is the degree of which the method is easy to

manage in tim¢41].
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Project Context

1 Size of the artifactSize metric of the artifact subject to SDP can be used as a
coefficient (normalizer) if the case is predicting the number of def2tjslt is
important to note that, the size of the artifact is defined asdicator of the

project rather than an indicator of the dataset.

1 Development methodologypevelopment methodology is the approach used

throughout the projectlge cycle[15].

1 Development phas®evelopment phase information can be considered as the
phase information (guirements analysis, design, coding etc.) when the SDP

model is constructef@1].

1 Domain Domain information is about the business domain of the pridjBft

4.3.2. Expert Opinion Study on Identifying and Ranking the Criteria

To select the mosuitablemethod for early software defect prediction, an expert opinion
surveywas prepared with a purpose of investigating the main factors (criteria) that were
considered important for evaluating alternative SDP methods and weighting the

determined criteria.

The survey was prepared in Google Foand it consisted of four sectigh In the first

section, there was an introduction part to inform the experts about the research conditions,

with the terms of agreement. In the second section, the participants were asked about
some personal information to be processed for descripttistgts anonymously. In the

third section, each criterion was presented under the related criteria group given in the
previous section. The experts were expected to evaluate each criterion based on a scale
that consist of six yvdlowaes: AfLMwto , | mpvierdti ainmt
AVery Higho. I n addition, the experts were
might be important in the context of the early phases. In the last section of the survey,

experts could submit a new criteripnoposal and rate its importance within a scale of

5 https://tinyurl.com/2e6tvcd5
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"Very Low" to "Very High". The results of the expert opinion survey were given in

Appendix3.

The expert opinion survey was sent to twenty identified experts in the fielehvadl €At

the end of the damed period, eight experts participated in the study. The descriptive

information about the participant profiles is given in Table 4.2.

Table 4.2. The profile of the experts

Expert | Organization Title Level of | Experience h- # Years
Type knowledge| on SDP index | papers in
in SDP (in years) in Industry
(out of 5) SDP
El Government Software 3 3-5years 15
Quality
Manager
E2 University Assistant 5 6-10years| 24 21
Professor
E3 University Professor 5 > 20 years 35 34
E4 University Associate 5 11-20 25 19
Professor years
E5 Government Senior 5 6- 10 years 13
Software
Engineer
(PhD)
E6 Private Senior 5 6- 10 years 12
Company Software
Engineer
(PhD)
E7 University Associate 4 3-5years 16 10
Professor
ES8 University Assistant 4 6-10years| 16 20
Professor

Figure 4.2shows the responsesthe expert$or all the criteria questions. Each response

reflects the opinion of an expert about the importance degree of the related criteria in the

context of software defect prediction. Verbal scales are defined as VH, H, M, L, VL, and

NI that cor rkisghotn,d ithoi gihvoe,r yi Me di u mo ,

| mportant o, respectivel y.
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Figure 4.2. Responses of the experts (E) regarding the criteria

As mentioned beforehe expert opinios were gatheredbout which of the relevant
criteria may be importanih the context oESDP. Based on the answers, we determined

that it would be more appropriate to address the criteria that were selected for ESDP
context. According to the frequency values of each criterion showabile 43, A Do mai n

i nf or mat onevaselimnated simce if has not been selected.
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